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CHAPTU 0 

~NT._,DUCTION 

0.1 General Introduction 

The context of thi.s studyvaa ·the desire for a better UDderatanding-of a 
set of concepts we believ.e important for the. theory of computation. 
Distinctions like 11 ~erial va. parallel- co•putation, 11 "!2.5!1 vs. slobal 
properties," "addressed va. associative memory," :terative vs. recursive 
alaorithms, i• are frequently uaed to refer to these c~ncepta, often as if 
they were well-defined ~~chnical t~rma used with substantial knowl~ge about 
the conditions under which th~se forms of computation would be advantage6us. 
But despite their wide currency in an intuitive fonn, they have not as yet 
received any satisfactory formal definitions, nor are they at all well under-

stood even in their intuitive forms. 

We felt that our ~nability to formulate satisfactory def_initions ,was due 
mainly to the unavailabi~ity of thor~ughly ~nalyzed- special ca~es that could' 
:~erve as models for thinking about th~ btt9a4~ is~uea. Good theories develop 
ra~ely outside of the context of well-~erstood real problema, and it is 
perhap~ not surprising that work directed aharply toward' obtainin~ an "aba~ra~t 
theory of computa~ion"--e.g. , the mathematical dev~-lopments -~~ current theories 
of recursive function, aut~ta, fo~l l~nguisti~~. and the like·-~•• been 
disappointing in the extent of ita practical ill~ination, despite ~ts often 
elegant m&thematical quality. Accordingly, w~ have li~-come engaged in a number 
of attempts to clarify the nature of compu~ations in aome prqbl .. s. of 
independent interest. In t~e pr~aen~ study we explore the properties of the 

..,.., ,_,..~,,..- -JI-"-Ii!JiA '-~V 
I 

l i . ·. 
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I 
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s~pleat claes of automata we kno~- that have no loop~ or feedback but are-

nevertheless capable of some non-trivial computations. Fortunat~ly they are 

also rich enough to be the object of an interestitig mathematical theory. 

~he-mathematical resutts described :her~in perm~t an~lysis, to a certain 

~eve~, of the range and limitations o~ ~ class of computing machine that have 

been wid~ly ipvesti~ate9, by empirical methods, for possible use on problems 

o; pattern recognition. 

The characteristic f~t_u~e of thea~ ~_chines is that they make their 

decisions!:'·about wh~ther or not a certdn event fits a certain ''pattern"--by 

"adding up" evidence obtained ~rom- many separate small experiments. This is a 

very important concept because it ·~S so clear and simple. MOst, and perhaps 

all, more complicated machines for making decisions will have a little of 

this char~cter. In any case, until we understand this simple concept very-

thoro·:ighly, we certainly can expect tr9ubte with more advanced ideas. 

Gene~ally, in .Science an9 !'..athematics, one advances by understanding first 

the "linear" S>.stems, arid these machines .are our candicl11te for the' "linear caee 

~f the parallel machine :in g~ne~al." We will bring forWard a n\DDb~~ of 

tirgUI'I!e-:.ts, at various points in the ce;-cc to support this v·iew (whic;h iS 

a methodological position rather ~hari a technic;al matter). 

'nlese devices, defined below in §o.3 and §1.2 ar~ most fittingly known 

as p~rceptronl!, i.n r~c~gn1:-tion of Boseriblatt 1's contributions to~srd formulat.~nl 

mathematically clear definitio~s. Und~r ~his n~e, the mach!Des have been 

widel~ investigated, but -with. generally in~onc;lusive and puzzl~rig results. 

The empirical t~sts have been, by and )large, unconstrained by theoretical 
'r;,.;I 

-imalyses of t~e ma~hines' liw~tations: such analysis as was a~tempted was· 
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committed chiefly along ~ertain statistical directions that failed to ·abed 

much light on· the relation betweeil the struct;ures of the "pattema" and the 
ability of perc:eptrona to "reco·gnize" thoee patterns. 

Our theory doea not completely characterize these ltmita~ For, any 
su~h theory must mediate between eome ~priori classification ;of the patterns 

-th~selves, and their r~cognition by per~eptrons. It· would b~ too much to ask 
for an absolute classification of "patt~'""'ls," for this depends ult~tei.v 
on what is one's ~al, i.e., what one is ~ntere~ted in• We have chosen to 
study ,~e patterns that are definable t.n t~• of familiar ·aeo.etric 
concepts, for these are bo~h of great p~actical interest, -and are prof~undiy 
well understood ma~heaaatically. For ~c:h class of geotDetric patterna, w_e 
have to attack tne problen of what conditions must be -met .if a perceptron 
is to make an appropriate reeogiiition. To do this we need: to develop· 
analytic tools, and oft~ new ones for ~ch .ne_w problem. 

Our experience has 'been tha~ such problems are b' no means trivial. 
Some of them baffled us for a long time before we found suitable analytic 
concepts for treating them. Some of them led to s o~~tions qutfe the o~poaite 
of our intuitive expectati~n. Above all, wevwere repeatedly surprised at the 
curious, and '[arious, matbematical paths we were led':'·or rather, forced--
along. We have made ~e attempt to leave traces of th~se pat~s (thus running 
against tod~y's math~tieal style of covering completely one's intetl~tual 
tracks) and we ~pe the reade,: will try to share t~is by reading t;te Uoo~ ,.. re 
as a, novel in which: ~harac~crs develop and: interact, than aa a aequ~ce of· 
theorems and proofs. 
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0.2· 'lQcal Proeertlea 

,one of t~e ~·~ po'!Mrful th_.a in cybe~netlc di~uaaloDI of pattern 

recognition fa related to the dlacovery ~hat •••tnaly co.pla "pattena" caa 

• 
often b~ characterized or aeerated by''local" proceaaea • tbe follovl• 

exa•plea are ·~~\t to lnclicate th~ aMn~q of the q~tecl vorda ancl to ahov why 

it ia difficult to find a fora&l definition. 

Let l be a reaion in the ol'diaary tw•diMDiional IUcU~em plaae. Let 

X be a fi12r~ drewa on a, e.a •• ·• circle or a ~lr of circlea or a black~ 
- ' 

white aluit~h of a aan • • face. ln a•eral ve thlu of X •• .erely ~ aabaet 

of the-point• a. Wh• ve talk of ~ "patten" ve uM&ally have in aiM ... 

~l••• of fi&Urea, •·•·• all clrclea, o~ ali coaaect .. flaurea, or all .. ll'-1 
- ~· ... 

faces. We ahall dlecuaa a nU..er of kiDde of'aleorlt._. that .... ina fiaurea 

to decide whether they beluna to ~ atv• claaa. 

To talk about :~beaa al~~tr:S..ttaa we vt.il hne to introduce ~ auxlU.ar, 

concept •· ·if a aclopt the wor4 "eedlcata'' for UlJ fuactlon· cp(X) which haa the 

value 1 for ao .. - flaur•!• and the value 0 !or al~ othe~ flaur:ea. In a...ral, 

to coapute cp(X) ve -~~ look at wary polet of: ~ to check wlaet~~ lt la la ~· 

or not. In 10111 apecial caaea cp(X) cu be COI!f\&ted by 109kina o~tly st a pro,.r 

aubaet of poi~ta a. ln :any caae ve call the requlr.. oubaet of a tlae !\I!Mtt 

of cp. 'the alllplea~ klftd_ of predicate l~k~ only ct ~ alnal! po~nt of ~: V. 

* A. powerful aDd p~~lva tl\_. ln. the a~ucly of -~1 .._vior, "eta.l~IJ•" 

1a ~he aplaut ion of hlahly aelact~•• "r~?Pltlon" behavlor: ·,oa tlae beat. 

of ~ltiple a~eatial aelaction atepa, .. ~~ ~elatlvaly a~le ta ltaalf. 

f. 

0 
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define cpp(X) - 1 if ·the point p· ·il -in X, - 0 if not. 

The support of cp is then just the unit set containing the .single ~int p. 
. p 

.. 
2n 

Given any set (p1 ••• ·pn} containing n point,, there are 2 predicates who =• •~ suppor~s are subiets* ~f {p
1 ••• pn}, vi&., all the Boolean functions of the predicates-p

1
cX, p2cx, •.. , p (1. Thus the support of a -predicate is stmply 

~ n 
the minUDum set of.poi~ts on'wbich it r~lly depends. 

Predicates ~of finite support are "loca~" in a very stroq. sense, but so stro~g as to exclude all aaaplu uf direct geo:ne.t~ic interest. Ho~~er, we will put this notion-to use in uefining a weaker but more interesting sense of localness. We will be~in with an tmportant geometric predicate, c~nvexity. the convexity predicate lcoN'VIX(X). 

Fig. G.2-l 

We say that a figure X ~· convex if, given any pair of its points, the line segaent between them lies ~~irely.withii:t X. This is true of each 
.* Hot all of the 22n have the whole set {pl • . • pn} as their support, but 
mos~ «;!f them do. 
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fhurc on the left, lach flaut"e on the z.:~ght haa exceptlona, aa incU.cateci 
by the dotted linea~ Nov ve vtah -to CCMpute •the predi~ate t

0011
VIX(X) vhich 

has value 1 if X ia a convex fiaut'e of the plane and vatu~ 0 if X ia not ' 
' 

convex. Clearly +OONVIX doea not have a finite au~~rt, for ita value can 
d~p~d on vhat happen• anywhere in the (infinite) plane. We ask inat .. d: i~ 
it poaaible to find a c9llection of a~pler predicatea each vit~ .. all aupport, 
together with ao11e al.lllple •Y to cOtabine th• :to ayntheli&e t

001
,.xt 

To be more apecific: We ehall lAY that a predtca~e t(X) la conJunctlvelx 
12£!1 if there 11 a nuaber ~ and a collection t (p~~hapa inf!nlte) of predicate• 
wfl,oae aupporta each contain ~ .ore than~ p()inta. FurtheOIOt'e ·t ~uat have 
t~e property that 

t(Xl • 1' if and only if <p(l) • 0 for every <p in t. 

W~ ask. wbe~her +COMVIX ia conjunctively local. (The point 11 that ve are 
- ~tylrtg tc de~~lop waya of building coaplicated prtdlcatea-out of •l•ple onea.) ' ' 

We can aet -_k • 3 and chooae aome ,predlcatea m · Txya 
:that depend each on only three ,pointa, aa followa: 

Let x, y, and a be ·any ~hree diatinct points that l~e, ~!!!!!, ~' 
along any straigh~ line a~d define 

I 
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q> (X) ... xyz 

0 __., -

1 if and -onl.y if 

{ 

x is in X , and 

.; :: :t I;n ~;t 
• 0 in any other case. 

The only way an X can eacape ·having ~(X) • l for some~ is by being 

convex: otherwise ther~-~11 exist a line se~ent (call it fx,zj) whose ends 

lie in X but which does not lie entir.~ly within X. C~~ose y- to- be one of 
the points of {x, z) .riot in X•, then rn • 1. ... - Txyz 

We no~~ ~n passing th4t there is a ~~Pole formal way to describe 
tCONVEX now; -we can write 

• ·(J)-- t ~> ~ CP. (X)\ < 1', Q)~ yc['x,zj xyz 

for th~ sum of any collection of zer~s Will be zero, while, any exceptions will 
makes the &tim at leaat unity. 

Many o~her ~eometric predicatea ar~ conjunct-ively local.. Another ex~mple, 
discussed als9 in. §o.41 is the predicate 

tCIRqLI(X) • 1 ~> X ~~ the perimeter 
of a complete circle. 

* Theorem: tCIRCLE(X) 11 conjunctively local with 1£ • 4. 

Proof: The ptoof is baled on the fact th~t any three points x,y,z, no·t in -
a straight lin~, determine a circle, C . 

xyz 
-----~-----
* Bu~ see note below for the degenerate case of 2 •>r fewer points in· X, 

'· 

1 - ' ;'>c, 

\ .. 
I 



-8-

-~, . .., 
,-l_~ ~:tt' , . 

- • . 

Fig. 0.2~2 
Now-obviously no· predicate of limited aupport can tell whether the Wb~~e 
f~gure X !! exactly a circie, because some points of X may be outside its 
support set. But if X is B2S. a circb thin at least one of the foJ ,lowing twa kinds of events mu11t happen: 

1) there are four p()inta x,y,z aDd w in X "lfhich .do not lie o~· the 
s_ame circie, or 

ii) there are th~ee point~ x,y, and z in X and ane point w', not in 
X, which do lie on the tame circle. 

"" 

To se& this, chooae any 3 p9inta x
0 , y

0 , z
0 

in X. ~b.ey det~rmine ·a 
circle c

0
• If (i) is falae for all cpointa X not in c

0 , then all other poi~t·s 
of ~ must lie in-·c0 and ·we can c_onclude that all of X is co~tained~ -in· ~ cert.at11 
circle c

0 • But now if (ii) it falae for al~ points ~!g c0 this mean~ t~at 

It f~llows that 'CIICLE ir. conj~pctively local ''Wit~ order r," i.e.,. c;:an h.~ d6scribed by the 
'simultaneous truth of a . lot of ·predicate• ea~h with ~ 4 support pointe. 

Q.-E.D • 
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If lt contai' 4.:-only 0 or l or 2 points, it will pau the 
test for circle-ne••· There 1• abtolutoly n~thi~~ that 
can be done to pr~ent thi1! If we are prepared to 
•ignore Q, 1, and 2 point figures, or to con1ider them 
"degenerate ciJ·cle~" (which is hard to ewa~low for th~ 
2-~a1e) then tCIICLI i1 conjunctively local. If we 
must reject the 2~potnt figures as non-circles, then 
+ciRCLE il· ,92!. ~onjunctively ·iocal. To see this, we 

-note fir•~ t~~t -t~~- o~lY. ~ay a _non•circular X can 
escape tcUCLifi), as defined' -in 0.2·, is 'by. having fwer 
t!ta_rr 3 pc;i~ta. ·we ~w- ·prove that ~he1;e 11 ~ way to 
repair thi1. (Thi• 11 interiatin$• not &d m~ch becsuse 
of :_the· t~110re._m, vbi.ch is .u~im~rtant, but becauae· ,it j;s 

- ~ simple .ox .. plc of an· ~poa•i~ility proQf.) e~ppo•• 
·.tirat 'We had a coujuncUvely local definition for 
+ciRCLE(~), i.e.,. a ~umber k and :a set ~a of predicates 

.:each 6f tlippor~ ~ k ~or :wb4.ch: 

~ 1• ·a circle <li-> qJa(X) • 0 ·for all a. 

Then let.X conliat of · ~wo . poi~ts x
1 and x2• Since X 

itn't a circle there mu•t be aome 'ao for which ~an • 1. 
Let~ '• tupport 1et be P .·P2 , P~, ... ,, Pk,· wher¥ at a0 1. .. , leut P 

3 , •.•• _, Pk .·are. no.~ in X. Then cpa-_(X) will be 1 for 
nny ~ ·•!t X' tmich: c,ntdn• x

1 and 0 x2 but ooue p! 
v3, ••• , P\t. lu~ we can. alway~ find such an X' which!! 
a circle; becau1e ·there are an infinite number of circles 
throush x1 ,and ~2 , a~ '-''- ~~~ve to avnid only a ~inite set 
c:Ji .pointa. 

on the other band ·certait~ properties are essenti~l.!I ~ c.onjunctively 
local: e. g., t.he property of being connected. (Set: '";",ter 5 •. ) -As we 
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Nimple! wny11 to vlehl con\!l\ll~ive evldtmce (ol' lhc.'t\1. 

intcmlion lH c l«!lll': to d lvldCl the com1mt"t lou o ( ,. l't~l h:lltCl + into lW\) 

which 11re en8y to comtl\ltt! elthcl' bec.tu8e they 
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~ig. 0.2-3 

The particular way in which thia intention vas realized in our example 
is extreaely arbitrary. For Staae: l we might; ina~ead of reatricting the 
number of P6inta in the auppDrt aeta of the loct.l ~unctions, have reatricted, 
for example, their diameter (aa in Chapter 8). 

For Staae 2 there are any nuaber of e&Adidates to replace ~n~ity ~· 
the decision criterion, with ar .. ter cla~ to generality and very little loas 
in computational a~plicity. A ~eneral theory ~uld have to undertake the 
difficult talk of characteri&in& -the coarlexit¥. of all posaible algorithms. 
Without auch a cbaracterl&atton; the requirement of ~tage 2 must retain a 
heur~atic character that aakea formal ·defini~ion difficult. 

In th:ia 1tudy we ahall confine att•ntton to a clau of decilion funct'~ona 
that includes unant.ous · deciaion aa a particular c~ae: that ia, the definltion 
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' 
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of pcrccptron ln. the next section can be thought of ~• ucrlveJ from the 

abovt.? scht.>in~ by ret' lacing unanimity by u tority or, more generally, veiaht~ 

voting. 

0. J l'erccp~ron~- -Ucfinltl£!! 

Let t be a set of :predicates. We sRy the prt.>dictttc t h linear in tht• 

.!£!:_ '*' if lt c~n be cxpussed in the forme t(X) • ~ if 1111u only if 

l~ cp(X) ~ 0 
<ll 

where the "coefficients" l1 and the 11 tht'etiltold" 0 arc re8l munbcr&. The •v 
unnnimity condition used in the previous section to defi~tc conjunctive 

locnlneas can be expressed in this fot1n by letting l\r • - 1 for all ~· 

nnd 0 • 0, provided we do not mind the 8\an becoming infi.nlte. For 

~ ~)~ ~{X) • - ~ cp{X) ~ 0 iu true exactly ~hen no cp(X) • 1. 

t(X) "" 1 if and onll' if ~,{X) .. 0 for all <pd. 

Fig. O.J 

So -

• 
I 

• 
t 
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The poaaibtlitr of i~finite auas leads to more fussy complications in 
proofs than it 'i" ~rth. to prevent it happening .we shall "quant;ize" the 
plane by aas~ria · it to be made up of discrete little squares. This is 
~~uivalent in e~fect to identifying figures which differ by leas than 
some "toleraiu:1·:. 11 Hor~.v.er we ah_all consider only bounded figures X, and 
choose :{! so. th·at, fot' a given X. only a finite number of q>' s make cp(X), • 1. 
With: these s~iP9tatiohs ~which will be set our more carefully later) we 
define: 

A perc,_;~tr.on i'a a device .c~P";ble -of c:omeutins all predicates which 
are linear in SAlle given aet of t of '!partial predicates ... * We obtain 
families of perceptrons by imposing restrictions on the members of t • 

The following families seem to be particularly interesting: 

* 

(a) Diaeter-lilllited __ perceptrons-: the support sets of 
m•bers of t are re1tricted DIJt to exc~ed- a·~ 
diaaeter ic the ordtnary metr~c of the plane. 

(b) Order-reltricted perceptrona: we say that a per_ceptron 

baa ~!! if no 11entlter 0~ t haa ·110re than·!! poin~B in its 

support. 

(c) Gamba perceptron8: the members of t have unrestricted 
support but auat be"Unear threshold functions" (i.e. , 

That is, we are given a set of q>'a, but can select fre~ly their weights, the ct f 8 ' and also the threshold e. q> 

,( 
·i 
"' 

I 
t 
:t· 

1 .. 
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hav~ order 1). This is equivalent to saying that ea~h ~ 

in ~ is defined by a signed measure on R, aq~ a threshold 

a . 
'tl 

(d) Random ~~rceptron~: These arc the form most extensively 

studied by Rosenblatt's group: they arc order-restricted 

and ~ is generated by a stochastic process nccording 

to an assigned distribution function. 

'To give a preview of the kind of reaulta we will obtain, we present 
here a simple example of a negative re~ult: 

Theorem 8'.2.3: A dia~eter-Umited pci.ceptron cannot determine whether or not 
.!11 the part~ - of .a geometric figure arc connected to one another. The proof 
requires us to consider just four figures: 

I I I ., I I 
I I 

Xoo Xot 'X,o XII 

Fig. 8.2.3 

and a diameter-limited percept ron t wt\ose aupport seta have diameters like 

those indicated by the circles bclo"W: 

J 

I 

• 

I :,· 

) 

,I 
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Suppose that a perceptron could diaUquiah the d1lconnect.ed fiaurea 

Xoo and ~l from the cotmected fiaurea ~O and~)l· i.e. , by whether' :or 

not 

tacpcp>e 

that is, &ccordina to whether or not 

t acp+ t ~cp+ t acp>e 
group 1 cp group 2 aro~p 3 cp 

Then for Xoo the 1wa of the three E' 1 :i• neaative. In chan~ins Xoo to 

x
10 

only E ia affected, and ita value .ust increaae enouah to make 
_ group 1 

the total exc'ed e. If we change Xoo to lot similarly E 
_ . gro~p 2 

must increase. ~ut if· we change 'oo to ~l then, both t and 
group 1 ---

I: will have the1e increa1e1; E is unchanged i~ ,every caae, ao 
group 2 group 3 

the full increaae auat ·be even .ore on the positive side, a~d the 

perceptron au1t accept~1 as connected! 
Q.E.D. 

0:4 Seductive Au.Cu, ~f Perceptronl, I: 

Bomaeneou• Proar-i!!l and Learning 

~e purest vi1ion of the percept~on as a pattern-recognizing device 

ia the following: 

-.. 
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~e .achine is built with a fixed set of coaputina 

el•i!nts for the par,tial funct ionia 'Pt usual-ly 

obtained''by a ranaom process. To' uke it recoanize 

a particular pattern (set of input figures) one 

me~ely has to set the parameters ~ to suitable 

values. Thus "progr&~~~ning" takes on a pleasinaly 

homogeneous fQ·ra. Moreover dnce "programs" are 

repreaentab!e as point• (Ql, ~· ••• ~n) in an 

n-dU.eneioaal ;lpace. they inherit a aetric: which 

makes it easy to imagine a ~ind of auto .. tic 

prograaning which people have been tempted to call 

learning: by attaching feedback devicu to tl,., 

parameter controls they propose to "program" the 

mac~ine by providing it with a sequence of i~put 

patterns ~nd an "eiror signal" which wUl -cause 

the parameters to change iri the right direction 

when the·~chine make• an inappropriate decision. 
' * The perceptron convergence theor.as def~ne 

conditions under which th!a procedure is 

gu~ranteed to find, eventually, a correct 1et of 

values. 

To teparate ;eality from wishful - thinking, we beain by 

-making a number of distinctions. tet t be the set of partial 

predicates of the perceptron and L(l) the set c.·f predicates 

linear in t. Thus L{t) ls the repertoire of the perceptron ·the set of 

predicates it can compute as the parameters a~ range over all potsible 

* See Chapter 10. 

• ~ 
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values. 0£ course L(t) could in principle be t~~e set of all predicates 
(on 2R): but this is universally recognized as being ~~possible in practice, 
since t would have ~o be ast~onomically large. ·So ~ny real perceptron 
has a li~ited repertoire. The ease and uniformity of programming have 
been bought at a cost. We contend that the traditi_on;:al investigations 
of perc~pt~ons do not realistically measure this cost. In particular they 
negl~ct the followir~ crucial pointe: 

i. The tra·.:u1lat1on of g~etric patterns or predicat~s on the 
input planeR into n-dimensional vectors <at ... an) loses the geometric 
individuality of the patterns and ·has only le4 to a t~eory which can do 
littl~ more than,~ tlte nUIIlber of predicates 'in L(t)! .Aa a res~lt not many 
people seem to-have obse~ed or auspe~~ed th.&t there might be particular 
geometrically meaningful and intuitively stmpl~ predicates which belong 
to no practically realizable se~ L(t). We :bave already given an example - - - -
of this for the diameter-limited case and will lat~r extend it to the order-
limited cases. At the same ttme we shall ·1how that certain predicates 
which m18ht intuitively ~eesa to be difficult for these devices £!!!• in 
fact, be recognized by low-order .perceptrons. 

ii. Little attention is paid to the size, or more precisely, the 
information content, of the parameters a1, ... , an. We shall gtve ex~l•• 
(Which we conjecture to be typical rather than ~xceptional) wher~ the ratio 
of the. largest to the smallest of the coefficients is meaninglessly big. 
Under these conditions .it is of no (practical) avail that a predicate be 



in L(t). In soac easel the !nfo~tion capicity needed to store ~l •.. on 
is gruter than that needed to 8torc the whole class· of flgurea in th~ 
pattern! 

iii. Closely related to the previous point is the probl• of 
t !me-of-convergence in a "learninttu process. Practic-al perceptrorii are 
essentially finite-stat~ d~v~ces. It is theref~r~ vacuous to cite a 
percept ron convergence theor• (aee Chapter 10) as a~ assurance that a 
perc:eptron will eventually find a correct uttin~.-of 'its paraetera (if 
one exists). It could: do 80 trivialty by cycling-. throuah all its 1tate~, . 

e.g. by t~ying all coefflciftnt assignae~ts. The significanc question io: 
how fast the perceptron converges _ relative to the ti•e taken by this 
hoaecstat· .. Hke randoa procedure? It 'fill be see~ that there are 
aituat~'ona of 10•e _ JeG~tric interest for which the 

convergence tiae c;al,\ be shown to increase mort'! than exponentially t•!:'l'-
the size of the set R. 

Perc~ptron theorists are not alone in neglecting . ~hese precaution•. 

A peraual of any typical collection C!f papa~• on naelf-i•p~~vina" eyat•s 
will provide a generous saaple of sch•es for "le~rning'' or "adaptive" 
machines which lack even the degree of riao~ and formal definition to be 
-iound in the literature on perceptron1. 11\e propon~.ilta of these ach••• 
never provide any analysis of the ranae of behavior which can be l .. rned, 
nor show any awareness of the price paid to ~ke learning easy, b7 
restricting this range w~th hidden a~su.ptions about the env!rona~nt in 
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which the device is to operate. One is tempted to detect a ·myatlque of 
unin~elligibility: the murkier the mechanism the. gr~at~r the virtue, as though it were better to try to find unanalysable analogues for biological systems than to try to find aechaniatic exp!anations f~r them. 

These ~ritical remarks must not be read as suggestions that we are opposed to making machines than -can 11 learn." Exactly ,~he contrary. ,But -~e do believe that .significant learning at a significant rate presupposes 
som~ significant prior structure. SU8ple learning schemes based on 
adjusting coefficients can indeed be practical and valuabl~when the partial functions are closely matched to the task, as they are in 
Samuel's checker player. A perceptron with a set of partia~ functions properly designed for a diacr~ination know~ to be of suitably low order will have a good chance to laprove its p~rfoi'i!lance adaptively. Our deep objection is to the concept of givi~g . a high-order problem to a 

quasi-universal ~erceptron whose partial functions have not ·been 
constructed with any particular task in mind. 

It ~Y be argued that peoe.~e are universal learning machines and so a counte~-example to this thesis. But our brains are sufficiently structured to be programmable in a much more general sense than the perceptron and our culture is sufficiently structured to provide, if not actual program, at least a rather. complex set of interactions which govern the course of whatever the process of self-progra11111ing may be. Moreover it takes time for us to· become universal learners: the slow transition from infancy to 

........... ~ ..... 
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i.ntel~ectual maturity i.s rather a confitm&tion of the theail that the rate 
of acquisitio~ o.f new •:ognitive structure (i.e., learning) is a :senei\ .. iv~ 
function-of the level of existing cognitive structure. 

0.5 Seductive Aspects of Perceptro~a, II: 

Parallel Computation 

The perceptron was conceived as· a parallel-operating device in the 
ph.:(.l.?-\c.al sense that the l;artial predicate• are computed siaultaneoully. 
From a formal point of view the' ~mportant aspect is that they are 
computed independently of one ~nother. The price paid for ~hie is that 
a~l the ~i ~ust be computed, although only a minute fraction may in fact be 
relevant to the final deciaion. The total amount of computation may 
become vastly greater than that which woul4 be carried out in a sequential 
process that can decide what next to compute, conditionally on the outcome 
of earlier computation. Thus the choice between parallel and serial 
methods in any particular eituation must be based on the relative value of 
reducing the (total elapsed) time 'against the co·at of the additional 
computation involved. In the case of the perceptron th~ concept of ~ 
provides a basis for the estimation of the latter quantitea. 

Even low order -predicates may involve large amounts of waeteful 
computation of information which would be irrelevant to a serial computation. 
But the numbers can remain within physically realizable bounds, esp_ecially 
if a large tolerance (or "blur") is acceptable. High order predicates 

.... --------
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.create a completely differe~t.. flituatio~~ An inlitructiv,e ~xlllple il 

provided by the euentially global predicate of connectivity: 

+ (X) • 1 if anrl only if X ia a conne~ted figure. As shown tn Chapter 5 
con 

a perc~ptron for this predicate or. a 100 X 100 •toroidal retina would nee<\ 

partial functions that lcok at (a most consijrvative mintm~ of) more -than 

* 800 points. In this caae the .computation of l~r \l function& is irrel·e-

vant to a perceptron-like linear threlhold decis1on:' the .partial fu~ction~ 

are thf!!l!laelves .global. Moreover, the mJiDber of posstble partial functions 
. ' 

with such large tupport makes non~ense of any hope that a realizable 

randomly-gener~ted let of them would be sufficiently dense to span. the 

appropr,iate -space of funct1on·11. To make this point eve~ sharper .we shall 

show ttiat for certain predicates and classes of partial functions, t~~ 

number of partial functions would ~xcee~ physically realizable limits even 

for a percept~on d~signe~ ape~ifically for the particular predicate. 

The general concluHion ~o be drawn is that the appr~iaai Qf any 

p~rticular scheme of parallel computation cannot be under~aken rationally 

without a theory of the corresponding; t\ie::hotomy of problems as l<?cal' and 

global. Th~ lack of a· aeneral theory of what is global and local i~ no 

excuse for avoidjn~ the problem in particular cases. The analyses below 

* Unless the predicates are apec.ially de(signed, their number may tu n out 
1000 . 

to be of the ord~r of 2 , and ao may the.ir- coefficients. Thi8 'WOuld 

make it neces•ary to compute aer~ally, anyw~y, since all t~e power o~ 

Niagara ·Falls would not b~ ~nough to run them in parall~l. 

l . -
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show that it is not llopossibly dlfhcult tc. develop such a theory for 

a limited clnss of computing devices such as the perceptrons. 

0. 6 Seductive Aspects of Perceptrope, !II: 

The _Usc .of. ~implc Analogue Devices 

&~ uttrnccivc feature of the p«>rccptron is the idea that the l'i!t~ar · 

thresho.ld',~ccision function en\\ be -compute~ by a, very simple analo~t~! 

device. It i'~ i>erha~s gen'ernlly apfH:c'Ciatcd that the utiHty of ~he 

scheme is limited, by the spnrsctV'!SS o.~; linear ~.'~~eshold functioni ~i! .ae 

set of .:llt logical !:ut'lctions. However, almost "'' attention h81 been 

ptaid · -to the possibility that: the s~~ of linear functions which ~re 

practically rca~~zable ~ay be rarer still. To illustrate -th~~ problea w~ 

shall compute the mi'nirr.nl rat.io 'between largest and smallest c~efficien~ 

in the linear re-prcsontat:ions of certain predicat~~· It will become 

apparent that ::his ratio can inc1·easc fnr.t-cr than · exponen~i.ally with the 

number o£ distinguishable points ln R. It f9110WS that for "bi~': input 

sets--say larger ~han 20--no simple analogue Etorage device can he made 

with enough information capac.ity to store the whole -r~!lge of coefficient•! 

To· avotd misunderstanding pe1·hnps we should repeat the- -q~~lification 

made in connection wt.th our critique of the perceptron as ~ 110del ·io~ 

'~lP.arning devices." We have no doubt that analogue ~evices of thil eort 

have ci role -to plny in pattern recognition. nut we do not see thl!. :ar~y _ 

good cnn come of experime-nts which pay no attention to the !imiting Iactore 
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whlch wlll assert th•aelve• a11 soon *• the ... u ..odel 1a acalect up to 

u usnbtc d.-e. 

0. 7 ~•atical Plan: :Introduction to ,Part I 

Part .. I' (Chapters l·~IV) contains a aerie• of definitions •nd aeneral 

theorems rt!quir~d for Part-. II. It would be difficult to atruule throup 

this matc~ial ~idlout a preliminary picture of the role• then 

mtthematic:al devicca aredeltined to play. We -can aive auch a picture 

by outlining how we w11l prove the following theor•:-

' 1J.ri~rem· ¥1 ";,{Cha_pt~r 3); Infort!\ V :.!J.21. 
•S uppo.9c the rl!Una It has a finite nUIIIbu, lal, of poinu. 

Then thel'e h no percept ron 1: a Cf' cp (X) > -o th!lt ·wi 11 tell 

us wether or not th~ -"nwaber of point• in X ia odd or evea" 

unless it le11f ,one ·of the cp 'a baa aupport • 1•1. tbua 

no bOund can be placed on the or4er• of percoptrona that 

solve this probl- for arbitrarily la~ae retinal. 

The proof uses aeveral ateps: 

St_~:.l.:. ):n §1, 1-.- 01_. 4. we define "perce;··tron, n - "order~" 

etc. more .-preci1ely, and ahow that certain detail• of the 

definitions can be chanaed without lerious eff~cts, i.e., 

that 1: dtf cp a: e can always ·be r~placed <b! '1: a<p <p > 0. 

Step 2. In h,.J_;._J ____ . . define the particularly aiaple 

cp- functions called "ma•k•. 11 For eac;h t'Ubset A of the 
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rt!tilut dc£Lno tho muk l!A (X) to have value 1 lf the fiaur,;: 't 
conta lns or "covers" all of A, value 0 othcrwlae. then w~ 

prov<1 the s implc but lt~~portant theor~ (~ 1. S) that if a 
pred lcRtc hns order~ k (••jl.3) in an~ 111et of cp-functiona, 
there ls an equivAlent perceptron thAt u ... es only u1k8 of 
support ~ k. (See ~.2.) 

,!tep J. To really "get at" the parity--the "odtl-even" 
property--we ask: ~ ·1·eMrranaecntil ~ .!.!!!; input apace .! 
leave it unaffect.!.'!! 'That is, we ask about the group of 
t'cansfonuations thnt have no effect on lt. Thi.a ae•" like 
usmg excessively high-powered math-.natics, but it •••• 
necessAry {or the more difficult problem• ao we ahould get 
used to it heTc. ~n thb casa the grou-p is the whole 
permutation group on R--tt~i.' s"t of .!!! reArran&•ent• of ~t-• 

points. 

Step 4. In Chnpter 2 we ahow how to use thh group to 
reduce its pcrccptron to a simple form. ·-In the pr11ent 
case, th~ group-f.nvarlancc theor• (ue aection 2.2) 
11\~s tha~ for th~ par1ty perceptron all ma•k• with the 
same support-abe--that ie, ·all ttlat loo~ at the ... e 

nun,bcrt-s of (thougb different set~ of ) pointe--can be 
gilven identical cocfficcnts. Let IJ j be the weight 

ass-.t~ncd to maRks that have ll)tpport•lizc • j. 
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Step 5. It then follows that the parity perceptron can 

be written in the form 

where K is the largest support arid ( lxf) is the nu~~:ber of 
j 

subsets of X that have j elements. (Define lxl, to be the 

n~ber of' points in picture X.) 

Step 6-. Becaus.e 

(~ ).- !iliL., .1> (n - j + 1) 
2 • 3 ... j 

nj 
• -+ j! . ....... 

which is a polynomial of degree j in n, we can put our 

predicate in the form 

Ptt < lx I > > o 

:t:!! 
j 

~mere ·Plt is a ~lynomial in lxl of algebraic de~ree ~lt. Now 

if txl is even, Ptt(IXI> > 0 while ,if rxt il odd, Plt_(lxl> :s: 0 

so that in the ranae 0 ~ I X I :!; ~~~ , . Pit mus~ chanae ita direction 

tal - 1 - times. But • polynomial fi1U8t have 4earee ~ I aj to do 

that, so we conclude that lt ~ fal. This completes the proof 

exactly as done in Chapter 3.1. 



__ .. ---
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,,;: 
Thia ahowa bov the alaebr.a vodta in. For 80ae of the aore difficult 
connectedneaa ~heor•• of Chapter 5, we need eoawhat ~r• alaebra 
and aroup theory. In Cha,ter 4 we puah the ldeaa 

about the geometry of alaebralc deareea a little further to ahov that'aoae 
aurpriaingly staple predlcatea require unbounded-order perceptrona. 

To see some s~plor, but atill characteriatic reaulta, the reader might 
turn directly to Chapter 8, which ~· alaoat •elf-contained bacau1e it doe• 
not need the algebraic theory • 
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C11Am! 1: DIIOIY OF LJI!MI !O!)UW! Slf.AIAUOR "'R:TIORS 

1.0 

In thia aection ve··4nelop the theory of the linear repreaeQtatlon 

of predicateF· :1nect on an abatract .tat Jl, without any additional 

/~th .. tt.eal ·~~cture. !be thaor•a proved here Will be applied in later 

aectiona to aeta with aaoaetrical or topological :atructurea. 

Our theory clMll with predicate• defined on aubaeta of a given baae 

apace which ve aball contiatently denote by Jl. We uae the follovtDa 

notational conventiou: 

1.1 Convantiona 

(i) Let Jl be a~ arbit•ary aet and F a family of 1ubaet1 of Jl. 

Uaing the lettera A,J,c, •••• x,Y,Z for .~ubaeta of Jl it is natural to 

associate with. r a predicate qp<X> which ia !iiJI if and only if xcr. 
(11) We aball uta the latter• cp and t to denote predicate• defined 

on the aet of aubaeta of 1. 

We ahall uae the notation t(X) aa.etiaet to mean the precllcate wboae 

value for a give I ia !II or lAJ:SB, 10111tf.lllea to aean ahb~ aet 

function wboaa valu~ b 1 or 0. ""en we wiah to aapioy the tvo ·~•••· 

in the t•e context VI .~f~ the notation rt(X)l for· the, binAry function 

vbo"e value ia 1 if t(l) ia 21! and 0 if t(X) 11 ~· We will uaually -
u1e thi• only~-- thera ia a poaaibility of ambiguity, e.g., to diati~ith 

between r3 < sl· 1. wbldl- il true and 3 < rs. i{, which il falae. 

(iii) Occaaloully it will be convenient in .example• to uae the 

~ 
J 
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traditional repres~tation of t(X) as a function· of ~ "boolean variables" 

where~ • jaJ. If the ele.enta of Rare x1, ••• ,xn, it is traditional to 

think of a subset X of R aa an assignation of the values lor 0 to the·xi 

according, .to whether the point x
1 

is in X or not, i.e. , "xi" ia uaed 

th 
~~fguously to stand for the i point in the given enumeration of R, 

and for the set ·functionrxisx1. This notation is particularly convenient 

when+ is represented in the fo~, of a standard boolean ~unction of two 

variables. Thus xi: v xj is a way of wri,.ing the set function 

(iv) We need to express the idea that a function may depend only on 

* a subset of the points of R. We denote by S(~) the smalleat subset S of R 

with the property that, for every subset X, 

We call S(~) ·the supeort of ~· 

1.2 Functions Linear with Respect to a Claas of Predicates 

(v) Let t: b~ a set of binary set-functions on R. We say that +·ia 

is a linear thr~4h0ld function with reapect to t if to each number ~ of t 

there corresponds a real number a~ such that, for some real number e: 

* For an infinite space R, soma predicates will have S(f) undefined. For 
example, suppose that f(X) • 1 ~> {X contains an i~finite \Set of point3). 
For than one can detex:mine ~(X) by examining the intersection of X with any 
set of S that is ·the compl•ent of R in some finite ·set. And there is no 
miniiial such S. 

• 

" \~ 
t~ 

I ~1 

0 -· 

,. 
,. 
} 



• 

( 

-

L' 

: 

-3-

Y(J) • f I: ~cp(X) > e1. 
<pet 

This can be· written .are aillply as 

t ... JE acp > el. 
t <p 

We denote by L(t) the set of functions t expressible in this way. 

Proepaition: The follow.tng ~~rmal 11C?/~ifications lead to equivalent 

definitions: 

(1) If t is assuaed to contain a constant function, e can be taken 

t:o be zero. 

(2) The iueqilality lip "<'' can be replaced by 11 >, '.' ns;•~ n;;t." 

(3) It can be aaeu.ed that the exact equality ~<pep • e n~er arises. 

( 4) We can restrict the ~i .. ·,be rationals or integer·&. 

(5) The cl~icea allowed UDder (1)--(4) can be ude independe.~ · .J.y. 

* 
!!2!!,!: Moat points are olr.lioua. To prove (3) for ~~~ral real 

coefficients note that there &re countably many X's and so countably 

many valu~a of ~<p. To prove (4), for integer a's, note that we could 

make all 'the a'a ,even and put e • 1. 

Our _,st Ca.DDn c;boice will be to take t~e a 1 
as integer and 9 aa 

zero. 

Jlaaark on notation: In view of this definitional invariance, it 

might be useful to abbreviat~ the f ~cpcp(X) > elnotation to simply fra<pcp l• 

* But some don't hold in the infinite-retina caae. 

I 
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in view of option 3. 'l'b~ one could go on and uee inner-product notation• 

i like < acp· • cp) or even a 1 cp • However, we have often found the fom with 

explicit e 110re convenient. 

* 1. 3 The Central Concept of 2!!!!!. 

The ~ of t is the ... ueat It for vhich there ia a t satisfying 

tCL(t) 

cpct -> I S(cp) I ~ It 

where !s(cp)\ ia the cardinal~ty of S(cp). 

Functions of order 1 appear in the literature under .the naae of 

"linear threshold functiona." Note that the concept of order would b~ 

unaffected by iJapoaina the condition that I contain a conatant function. 

It follows that it would not be chanaed by a11.tng 9 • 0 in t~e 

definition of L(l). Clearly neither can any of the other option• of 

1.2 affect the value of the· order of a predicate. 

Definition: cp is called a ... It if there is a set A auch that -
cp(X) • rx ':) A 1. 

We denote this function by cpA. 

* We emphaalze that the order of a predicate ia definecl ab80lutely··not 

simply relative to a particular t-el•••· 

• 
I 

-t 

""' 

' :) 

l i" ' t . ' . . ' l • 

I ~ ..... 
' 

' ... 

. .~ 
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In point-function uotation a _.,k 'A ia a function of th .. fo~: 

Where (y1} is t~e aubaet A of a. 

In particular .• the coutant function '(X) • 1 is ·the ... k with 

support • 0. 

1.4 lx!!plea of Lin .. r Repre1entation 

Propoaition: ·All u1k1 are of order 1. 

Z!:22!: For each ~lA define 'x(J) as fxcxl. Then 

In particular the iDdlvidual point-function CP, and CP, are of order 1. 
X y 

Similarly the function• xvy, x" y, x:>r are o~ order 1. Jut the 

"exclusive or,"x $y ·and lt1 coapl•ent, x a y, are of order 2. 

Exaaple (i) 

~lV ;vx3 1a of order 1: 

~lA x2 1\ x3 11-abo of order 1: 

--- ......._. .... -

I 

I 
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lxaaple (ii) 

• r2x X • X • X > -11 1 2 1 2 

~· of order 2. (Proof that it ia not order 1 ia 

,tn Chapter 2.) 

Example (111:) 

Let M be an inteaer ,o < M < lll1 . '!'hen the "counti• functio~" 

which recopiaea when X conta~ne aac~Jx 'K points, ia of ot>der 2. 

Proof: condder the repr~a~tation -

.. 

t . 

·1-
1 

I 

... J . 

• . 
f. I 
'1. 
• :t. 
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For any figure X tbere-wtll be lxl te~• x with value 1, aDd 

lxl · clxl - u 
2 teraa xixj ·\rit'h value 1. Th•n the predicate 1e equal to 

and the only (integer) value of ftl for ~ich this is t~ue ia ·1x1 •·M. 

Observe t_hat, ·by d~rualng tlic conatant te~, we .~n .,dify the predicate 

to accept C(t:Atta within an arbitrary interval inltead of a aiqle va~ue. 

lXI~ 

f( I xi - S)~ s 41 • f3 s lxl s 71 

Pia. 1.4 

Not& that the linear fol'll f~n the counting function doea not 

contain R. explicitly. Beace it works as well aa for an infinite apace R. 

Q.E.D. 
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!x .. ple (iv) 

The functiq__ns rfxf :~: Ml and rfxf s Hl are of order 1 becauae they 

are represented by r l: xi ~ Hl and r 1: xi s Kl. 

We note in p .. sina that ve.-can obtain an arbitrary function f(fXI> 

of the area of a flaure froa these predicates by vritina 

ll 
tdxl> • £(0) + r (f(k))·rfxl ~ kl 

k•l 

lxf 
• f(O) + t (f(k)) - f(k - 1)) 

~-1 

• tclxf>. 

This fact is used in §s.2. 

l.'5 The "PositiVe Hoi11al lora l'heor•" 

The order -of a funcUon can be deteratned by ex•inina its 

reprp· !ntation •• a liuear threshold function With repaect to the let of 

masks. To prove thb ve firat ahov 

I 

.) 
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Theorem 1. jtlery i is a linear threshold function with reapect to th~ 
set of all masks. 

Any Boolean function t(x1, •.• ,xn) can be written in the disjunctive 
normal fonn 

-t(x) • c1 (X) v c3 (X) " ••• v ~(X) 

where each c1(X) has the form 

zl "2 A "· A z ~ . q 

't ~ and each z is eit!l~r an xi or &:1 xi. And since at most one of the Ci (X) 
can be true for any X, we can rewrite t using the arithaetlc sum: 

~(X) 

(even for infinite sums). The bare over the letters can be eliminated 
by using the equ.a tion 

where a- and~ are conjunction•, 10 that ~ny bar on« torm within a 
conjunction can be removed. 

-! 

I 

~ ' 
1 
I 

t 
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When all the bars have been eliminat~d and like terms have :been 

~o.llccted together we have: 

where each q>i is a mask, -a_nd each a
1 

is an integer. Since ;;r 
0 or 1, (A) is equivalent to 

(A) 

(B) 

Example: (X1 + x2 + x3 is odd~ • x1 + x
2 

+ X
3 

- 2X
1
x

2 
- 2X

2 
X

3 
.;;. 2X

3
X

1
+4X

1
x

2
x

3 Theorem 1.5.2: The repre•entatio~ (A) is unigue. 

To see this let (cp1] be a set of masks and {ai} a set of non-zero 

numbers. Choose a k for which S('fk) is minimal, i.e., tnere is no j such 

that S(cpj) C 'S(CJk). Then: 

j 'I k. 

It follows that ~i<pi (X) h rot ldenticaily zero since it has the value 

ak for X • S( q>k) • 

Now if fa1cpi (X) = ~i <pi (X) for aH ~, ~!ten . I:(a(~p1)q~1 (X) • 0 

for all ·x. It follows th1.t all ai • ~i' ThiL .p~oves the uniqueness of 

- ,-.. r - - ' - ~ ... ~-

I 

.. 

I 

:1 ~-



" ~.( 

-11-

the representation ·(A) which we shall call the .e.ositlve normal form of t. 
Noto thut the positive riornull forn, ·has the values 0 and 1 ae ordinary 

nritlimctic lllllllS;· L c.' without the r -, devict>· of interpreting the vdidity 

of nn inequality llS a predicate 

Theorem l. 5. J: + ls of order k if and only if k is the smallest number· 

for which tht:~~·c exists a set ~ of masks ~~tisfying 

(pet ~> / S(cp) \ s. k 

nnd 

~: In ~ • r~~icpi > 01 each cp1 can be replaced by its positive normal 

fryrm. I£ ls(cp1) I < k, this will be true of all the maska that appeak· in 
the posih,c .normnl form. 

Exm11plc: 

A "Boolctm form" hns order no higher than the degree in its disjunctive 
no1-mn'1 ·form. Thus 

illus·trnt.lng how the negations are removed without J?aising the order. This 

particular ol'dcr-J .form appenrs later (~5) in a perceptron that ~·e~ognizea 
convex figm·cs. 

I •--

1 

f 

I 
t 
i 

' 
I 

{ 
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Theorem :\, !5,·4: If '1 "•• orde~ 01 and .2 h'~)· ordu 02, th(?n .1 <D ~ and 
t1 = t2 have order s o1 i· ~~· 

Prog£: Let t l • (}hi ~i > Qi•nd t2 ... r~ ql j > Oland Altlme that the 

coeffidents are cho11en 80 that equality never arllt!l. Thtm 

But 

\S<'Vt'flj) \ < \ S(qli)l + JS(qlj) I· 
The oth~n: cottcludot\ follo_,a from ~' E ;1 • 1 .. f~tJtl 
Example: 

Since ~(X) • f f X ~ M 7 = rx s M 11 we conclude that tM hu 

order s 2, the result of ex~ple (iii). 

QueBtion: WhAt CAn be lt!lid About the order. of f t
1 

& t
2
1 and 

rt1 -v t:zJ? Tite AtUtwet to thh queation may be tut·prhlng, in view of the 

simple ruult of the previoua theoran: It h 11hown in f 4 that for any 

order n, thel.'e exh·-, a pair of predicAtes t
1 

And t
2 

both of order 1 for 

which (t}- A t2) and (t~ v t2) have ord(!r > n. In fact, IUppcl'e that 

~-:.. ·A-li .B uc whet:e A, J, and c ue brae disjoint •ubuta of l. Th•n 

'1 - r ur,,AI > I~ n and .2 - n X(\B I > I Xnc 17 uch have order l 

becauae they are represent41d by 

j 

' .. 
f 
' 



but we shall see in f 4 -that <+1 " ; 2) and- <t1 v t2) are not even of 
finite order :i.n the sen_se described in§ 1. 6 below. On the other hand 
one can be surprised in special cases: see, e.g., Theoremj 5.5. 
1.6 Predicates of Finite Order 

Strictly, a predicate is defined for a particular set a and it 
makes no formal sense to speak of the ~ame predicate for different R'a. 
However the motivation of our work was en_tirely from-"predicates" defined 
independently of R--e.g., the number of elem~nts in the set X, or other 
geom~tric properties of .figures in a real :Euclidean plane to which X and 'R-
provide mere· a~proximations. To be very precise we could use a phrase 
such as eredicate scheme to refer to a general construction which defines a predicate for each of a large class··l>f sets a. In general (except in 
this section) .we shall '1,18e '~predicate" in this wider sense. 

Suppose we are given-a predicate scheme Y which induces a predicate fa for each of a family ZaJ of retinas. We shall oay that Y is of finite 
~ if the orders of the fa are .uniformly bounded for all R's in the 
appropriate fami~y. two examples will m~~e this clear~r: 

(i) Let (ai) be a sequence of. sets with IRi, • i. For each a1 there 1$. a predicate t1 defined by the predicate sch~e tp~X) ~ich aaa~rta, f~r XC a1, t~at '~·lXi is_ an ~wen iunnber •11 As .we will see in 
~3.1, the orde~ of any s~ch yi mu~t be~ i. Thus tPAR is ~-of finite 

. -· 



-....., . ... -

__...._____ _ -- - I< ~ --- ' • ~-

--~ 

-.i.:4-

order. 

(U.) Nov let t
1 be the predicate d~flned over a

1 by t:he predicate tch•e tTIN: 

We ahall a~ov in 1.4 that ti i• of order 2 for !!! Rl vlth i > 10 and (obvi~ualy) of order aero for a1 ••• ~~- Thua the predicate achea' t!IN h ~f finite ~rdt!r· We t\'.,11 aay in thia cate that it i.e; of order 2. ln t~~•• ca8et one. ¢'?uld ob.tain ·the alime dic:hotoay by co~-._iderlna infinite -sets 1: on an infinite retina the predicate 

is of finite order~ in fact of order ·• 2, while 

baa .!!2. order. We ahall ofun lo_ok at probl•• i~ thil .vay and in §7 vill discuts for.aliaation of the concept of an infinite perceptron. It ahould be noted, hovever, that the uae of infinite perceptrona do•• not cover all caaes. For exaapte the predicate 
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t(X) • nX\ > f l Rll 

is well·de~ined and of order 1 for any finite R. It is meaningless 

for in~inite R, yet w~ would like to coneider the correaponding 

predicate-scheme to h~ve finite order. 
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CHAPTER ·2 : TilE GlllUP TUIORY -
ln this chapter we con~ider linear ·threahold function• th~t are 

invariant unde!' groups of transformations of the points of the lbaae-space 

R. The purpose of this, r .. lized finally in Chapter V, ia to eltabliah 

a connection between 'the geometry of R ·.and the question of when a 

geometric predicate can be a linear threshold function. 

2.1 Exaaele: Coefficienta~Averaaed OVer A SY!!etry 

As an introduction-to the methods introduc~ in this 1ection we 

first consi'der a simple, .~lmost trivial example. Suppose· we wish to 

prove that the fur&ction x
1
x2 v 'i1~2 is not of order 1. Tc do so we 

might try to deduce a contradiction from the hypothesis that numbers 

a, p, and e can b~ found for which 

.:;- • - --·- --

I "' 

I 

~ 

We could proceed directly by writing down the conditione on a and P: 

x1 •. 0 x2 • Q -> o ~ e 

~1 .. ~.1 ~2" • o ->a~ e. 

xl" • 0 ~2-· .1 ~?' ' s ~ . 

x1 .~ 1 ~2 •. l -> a + IS > e 

In this simple case it is eaay enough to deduce the contradiction: 
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a ::; e al\11 e < o -> a-< o } 
-> ex + II < a -> a + 11 < e 

II :; e and e < 0 -> p < G 

while by hypothetis a + 11 > e. But arauments of thii tort are hard to 

* generalize t~ more complex aituacion• involving aany variable•. On the 

other hand the followina arauaent, thouah it may be contidered .ore 

comp~icated in itself, lead• to eleaant g~era~izationt. Firtt obaerve 

that the value of t is i~variant under permutation of x1 and x2, that it, 

Thus 

hence 

ax1 + 11x2 > e 

ax2 + pxl > e 

by addina the inequalities. 

Similarly 

yields 

-ax1 + Px2 s: e 

ax2 + P~l ~ e 

* One can •ay the 1aae of aeoaetric arauments •bout hyperplane• aeparatina 
vertices of the n·dt.entional unit•cube. 

.. 

d 
I .. , 
J J . 

' ,, 
... 

··~ 
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It follows tbat 1f we wdte y for u ; P tb~ 

i.e., we can aaaume t~at the coefficients of x1 and x2 in the linear 

repr~~entation of t are ftqual. It follova that 

t<l) • fvlxl > ~1 • fvlxl - e > ol 

.(if we assume that the apace X bas only the two .points· x
1 

and ~). 

Now cansider three values of X, 

~ - A 1~r • o 

xl • {xl} I~ I • 1 

~ • {xl'~} 1~1 • 2 

v 1x1 e ·~ o 

vi xl - e > o 

-vlxl - e so 

Since Xo and ~ aatis£y t, and ~ does not, the first-dearee eolYD9!ial 

y,\x) - e in lxt would have to change direction twice, from politive to 

negative aDd ba~k to poaitive •• Jxl incre4aea from 0 to 2. Thia ia 

clearly impossible. Thua we learn aJOiaethig about t by averaaiy it over 

the permutation• that leave it invariant. ·(~e ae~hod ia dmllar to that 

used in Haar M&aaure theory. See 2.5. In fact, for order 1, it is the 

same m~hod.) 

• 0 

·-- 0 

,·-

' I' 

i 

t 
I , 
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2.2 Equlvalence-Claaaea of Predicate• 

The generalization of this procedur~ involve• consideration of aicupa 

of transfo~tiona on the 1et It, and function• t invariant und'~ ebeae 

groups. In ani:~cipation of applic:at~on to geoaetrical prDbl•a, we rec:- 1 l 

the math~tical viewpoint of Felix ltlein: every intereatina ,aeo.ttric:al 

propert¥ is an invariant of some tranafor.ation groUp. 
1 

Let G be a group of tranaforaationa o~ It onto 1t1eU. If IIG and X c It 

we define l{s, ·t:tae reault of tranaforaing X by g, -to be th! a~t obcained by 
app~yins· s to each member of!: 

X& • {y lxcx "' • xa}. 

Then we can define an equivalence relation· cp = cp' of predicate• wit:b reepect 
G 

to the group b!f 

cp • ~· if and only if, (3a)(YJO(~X) • •'(X&)). G -

that is,+ is equivalent to +' if there is a transfonution 1 auch chat 
+(X) and +' (Xa) are alway• the ea.e. Our uill, theorea ahova that if a 
percaptron is to classify p~tte~~s · ill a way that is ~nvari~nt under group 
G., then ita coaaputation caJl, and i\\ a senae, can o_r~ly d.,and on the 
G-equivalence classes of ita +-functiona. 

2.3 The Group Invarianca 7h__!C!_r• 

L~~ (i) 

(11) 

G be a f~.-".te group of pemutationa of 1l 

t be a aet of predicate• on It cloaed ur.ier G, 
1. e. , cpct, gCG -> cpact, where ve defii~e Cf8 ao that 
cpa(X) := f9(Ja). 

~~ 



,-,~~ ... :i."":'-..,....~~ . .,. • 
.A. ' • ll ~ 

' 
-5-

(iii) t be in L(t) aDd invariant UDd•r G. 

Then there exiata a linear repreaentation of ;, 

, • rt, cp>ol 
cpct qt 

for which the coefficient• 'cp depend only on the G·equival~ce cla11 of 

cp, . i.e. , 

R•arks: 

(1) Thea~ condition• are stroJ;ller t~tn they need be. To be eure, 

the theor• is not true in am•:ral fpr infini;.e aro~ps. A counterex..ple 

will be found in~ 11.4. However, in special 1ca~ea we can prove the 

theorea for infinite a~upa. An exaaple.with intere8ting coniequencei 

will be diacuased later. (See ~ 11.2· .) It will alt6> be seen that 

the asaumption that G b~ a aroup can be relaxed sli&htly. 

(2) We have not inveatiaated relcxina condition (i·lh and <thil/ would 

be intereatina. However, it doea ~t interfere with our aethods ~or Ahovina 

certain ,predicates cto be DOt ~f finite order. when the·;theor~ -~a applied 

to· 'ahow that a pa~ticular t : 11 not in L(t) for a particular' t, ~t 1hows 

also that t ia not even in the po18lble lara~,r L of ·t c~o·aed ~er G. If 

one found a u1eful notion 1iailar to but more delicate than "order," one 
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might have to finJ a cotr .. pondlngly aharper lnvarlanct:! th••r• for it. 

!!22!: Let the given linear repreaentatlon of t be: 

t • h: ~l(q>) cp > ol. 

The new repreaen~ation will be: 

t • ft p(cp) cp > ol. 

where 

It is clear thct '(~), ,10 defined, dependa only on the equivalence cla11 

of q>. For if q> !i q>• , theu lao 1uch that cp' • Cfllo and 
G 

tt<~P'> • I: a(cp'a> • t ·a(Cfl&ol) • ~1 ~.-.(cpa) • '(cp). 
gcG gcG B'lo G-G 

It ia equally .. ay to 1ee that t i1 indeed aiven by 

Chooae any X. Suppoae that t(X) • l. Then t(Xs) • 1 f•>r all acG, 1. e., 

• 

... J 

• 
I 
' I 

·I 
' . f . 

'-) 
! 

• > 

I 

i ~ 
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E a(cp) Cfi(X) > o for all aiG. 
cpct 

!f ve substitute +' for. +a this can be written 

); ~A(~ -l) ·cp' (X) > 0 for all acG 
'cfl' cl 

whi~n i• the -..e a• 

E a(CfB) ~(X) > 0 for all gcG. 
<pet 

Adding the1e equation• term by term: 

i. •• I 

i.e., 

E E a( Cfl) cp(X) > 0 
gcG <pet 

~~ (.~ a<w>) cp<x) > o 

t p(cp) cp(X) > 0. 
cpct 

S~ilarly, 1f t(X) ~ 0 we cbtain 

~ p (cp) cp(X) ~ 0. 
cpct 
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This proves the theo~... For readera to whom theae ideas eee. difficult 

to work with abatractly. ~~ concrete exaaplea of the equival«nce claa~es 

will be useful; the geometric "apectra" of f5.2 and espec:ial'iyJ 5. 5 should 

. be helpful. 

We shall often uae thia theoren in the following fora: 

Corr. 1: Under the conditions of the theorem t has a representation 

t • r t a cp > ol 
t ql 

where (i) tis the aet of : .. aks of degreea s · k. and- (ii) a • a , if 
- ql cp 

S(q~) can be transforaed into S(cp') by an element of G. 

~: For masks. q~A = "'B if and only if A • lg for some gcG • 
. G 

Corr. 2: Let I • t 1 U---- \.JI be the decomposition oi t into equivalence . m 
classes: ,by the relation =. Then if t is ·.in L(l) and I 1a closed under G, 

G 
t can be written in, the form 

where Ni (X) • l {cp lcpct i; cp(l)} \ • L e. • Ni (X) is the n\Dber of cp' a of the 

i-th type, equivalent under the group, satiafied by the argument X. 

l!2.2!: t can be represented as 

t • r 1: a cp > ol 
cpcl cp 
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.• r t r. a cp > o l 
1 cpct1 cp 

• ru.a -~ cp > G 1 • .f E a lt (X) > ()}; 
1 i cpl~i 1 i i 

2. 4 The Triviality of Invariant Predicates oi Ord'er 1 

Theorem: Let G be Any transitive gro~p of. perm~tt'-~~ons ~m R .. (Tr'!lnsitive 
means: for every pa~r p, q c R. ther~ is .. a gcG auch ttiat pa· • q.) 'f1\4!n .£!!! 
,onlv first-order predicate&:. invariant unch1r. G are: 

~t(X) .. f \xl. > m 1 
t(X) • fl XI ~ m 1 for some m. 

t(X> • ftxl < m 1 
HX) • :\\il ~ m 1 

~: Since the &~oup il transitive ati ~he OJ).e•point pred1catea cp{p}: 
are equivalent. thus we can aaatime that 

f_(X) • r t a <¥(p} > 91 (or with· some other 
piX inequality sign), 

i.e., the coefficient a ia independent of p. 
- e transformed into t <¥(} .>~(for a> 0; 

eX P a P . 
proves the CQ~respon~ing a11ertion). But 

But t a cp( } > a can be 
piX p 

for a s 0 a similar araumen~ 

E cp( } • I xj. Thu• order-1 pCX p 
~nvariant ·predicate• can do-nothing more than 4~fine a count on the 
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cnrdinaUt;y of "urea" of fiauros. 

2. 5 Relat·ion to 'Haar Meuura 

The last theoresn i~ cloliely related to Haar'! theorem on the unicity 

of invaria~t m~~:-.u;r~a. ·~or me&~ures on finite sets the unique'·a·~-t' 
measure is, in fact, the countins function ~(X) • I XI. Th~ -~~Ho"i~'ig 
remarks• maktl this- relation a little more precilc. --

We fi~:ast note that the set function defined br: 

0 !s·a measure~ i.e., aatiafiea: 

~(X) + ~ (Y) ,.. ~(X U Y) - ~1 (X (") Y) • 

If we defi~ed 1nvarian~e by: 

~(X) • J.l(Xa) 

it would follow ~nnediately fro~ Haar' s theorem that ~- (X) • c \XI, where 

c is a ccnat·ant. Ocr }\ypo~haaia on ~ 11 alishtly weaker since "e aerely 
.as sum-,: 

J.l(X) > 0 <>-> J.l(Xs) > Q, 

- ·- - ~- /.I ... 
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and deduce-a correspondingly we~ker concluaion, i.e., 

(~(X) > 9) 4-> (c\X( > 0). 

In the general case the relation between.an invariance theor .. and the 

theory of Haar measures ia leas clear since the ~et ~unction ta1~(X) ia not 

in general a mea5ure. Thia aeem~ to suggest e~e generalization of meaaure 

(perhaps on simplicial complexes rather than aeta) but we have not tried to 

purauc the problem. Readers insterested in the history o~ ideas might find 

it intereating t'? p'iraue tl!• _relation of these reaults to tho_•~ of Pitta· 

and McCulloch. (1947). 
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cHAma 3: • SP• _l.,.cms 
3.0 

In thia chapter we ltudy the order ~f ~ particularly intereettna 
predicates. 

3.1 The Parity FUnction• 

In this section we develop in eoae detail the analy1l~ of the 
particular predi~te tp~ defined by 

Our interes~ in t,0 11 •threefold: it ie intereet~na in .itlel'f; -it will 
be ueed for th_e analyeia of other aore i11p0t'tant func·.:ion~~ and, 
eapecially, it illuatr•~·· our math .. tical aetbodl and the ldi\d of queetion 
they enable us to di•~••· 

Theora 3.1.1: tpAJl 18 of -order l•l· 
That is, to ~ute +PAR requires at least one predicate -~•• 

support covers the --~le epace It. 

Proof: Let G be th~ group of all perlllUtatione of It. - Clearly tpAJl f.e 
invariant Under G. 

NOw supPole that tpAJl • ffaicpi > 01 where,~i are the maeka with 
Is<~!> I~~ and the a

1 d~ead only on the equivalence claeaes defined by 

G 
Since maaka With- the ... e eupport are identical, and aeta with the 

. 

. 
s~e cardinality can be tranaforaed into one another by el•enta of G, 

4il-> 

,. 
I 

l , . 
:.i 

! 



. 
t .. 
I 

. 
' 

- - ~ ~ - ~ - - - .. -- · "" -, 

-2-

where tj is the· se~ of maaks whose aupports contain exactly j elaaents. 

We now calculate for an arbitrary subset X or R, 

Si~ce ~~X) is 1 if S(') ~ X and 0 otherwise, Cj(X) is the nuaber of 

subsets of X with j el .. ents; i.e., 

lxl<lxJ - .1) ••• (jxl- j + 1) 

jt 

wh;ch is a po~:mO-ial of dearee j in jxJ • 
IC 

It f.,llows that ~ ajcj (X) ia a polyno~tial of dearee ~K infxJ, say 
j•O 

P<l XI>. 

Now consider any sequence ~f sets ~0 , x1, ~··• XIRI such that Xi 

contains i pointa, i.e., ·lx11 • i. 

Then the sequence of values of P(IXI), 
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chunst!s dir~ction IRhltlna_.a ~~~ lXI .lncreaMe:i front 

0 to l~tl. But since P 1.8 a polynoaaial of degree X, it follows ·that 

K ~ IR}. 

q.e.d. 
From this ve obtain the 

l'heorem 3.1.2: If tPAR c L(t) and if t contains only JUaka, th~ t contain• 
every mask. 

~: ~uppose, if possible, that tPAR c L(t), that t cont~ina only ma8ka, 

and the mask whose support is A does not bel~'ng to t. 'Let 

r 1: a cp>ol. 
• qJCt cp 

Define, for any t, tA(X) • t(X ()A). 

A 
C~early tPAR' the parity function for subsets of A, ia of order lA\ by 

the previo~s theorem. 

A A Now consider cp for cpd. .If S(cp) c. A, clearly cp • cp. 

A If S(cp) is not a subset of A, cp is identically zero Iince 

S(cp) ¢. A -> S(cp) ¢_ X() A -> cp(X n A) • 0 -> cpA(X) • 0. 

It follows that either S(~~ is a proper subset of A or cpA is identically 

zero. 

Let tA be the set of naaska in t whose supports are subset• of A. 
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Then +:All ~ f E A cr cp > ci. cpcf cp 

But for all cpctA, IS(cp)J < fAI. It· would follow that the order of 
A tpAJt is leas than \A.\. which contradicts theor• 3.1.1. 1'bua the hypothe5es are tapoas~ble-and the·theorea follows. 

q.e.d. Corr. 1: If fpAJl c L(t) then t ~at con~ain at least one t for which IS(cp)\ ~ l!tl. 

the follo~ theor•• abo t.aecliate from the above~ ia of int~est to students of tbre~ld loaic: 

A 
Corr. 2: Let t be the aet o~ all tp~ for proper subsets A of R. then t!Ait t L( t). 

The further analysis of •PAR' in Chapter 9.1 shows how functions that ~~&ht ~e recognizable, in principle, by a very large perceptron, might not actually be realizable in -practice because of impossibly huge coefficients. For. exaaple, it is ebovn ~t the ratio of the largest tp the saalleat cOefficients of •PAR aust be 2IRI- 1• 
3.2 *The "One-in-a-box" Tbeor• 

Another pr~icate of arut interest ie associated with the aeO.etric 
,property of "connecteclneaa." Ita applicatioa and int~rpretation is deferred 
to Chapter 5; the b .. ic th~r• ia proved DOW. Tneorea: Let A

1 , ••• , A• ba·disjoint subsets of Rand define the pr~dicate 

• This theorem is ~ld to prove the theorea in Chapter 5.1. Recause-Chapter 
5.7 aives an independent proof (using Theorem 3.1.1) this .section can be 
skipped on ~irst readina • 
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i.e. , there i8 at leaat one po~t of X 1n each Ai. 'l'heD, if for all 1., 
2 ~\ • '-1 , the order of t ia :t •· 

~: I£ 1.• ~u~u 

(~ )1/3. : 

• • • U A , the order <'f t ia at l••t • 

The retiD& ia a aquare array 
of 16 cella, aDd A ia ~e i-th 
colum. The oa~il-a-box preclicate 
ia DOt aatiafied by the fisur~ to the 
left, becauae no cell in the third 
coluaa is· occupied • 

ria. 3.2 

!!22£: For each i • 1, •• o:t a let Ci be the aroup of pemutatlona of • 

which permutes the el•ent• of A1 but do not affect the el .. nta of the 

compl•ent ~f A1• 

Let G be the group aenerated by all eleaents of the Gi. 

Clearly t ia invariant with respect to G. 

Let t be the set of aaaka of degree X or 1e... To detera!lle· the 

equivalence cla .. of any cpct conaider the ordered aet of occupancy nmabera. 
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ll>te that cpl a Cfl if ad oaly if 1•<~)1-\Ail • I•<Cfl),Ai I for each t. 

Let ·t 1 ,_ *2, .•. , t• be the equivaleace cl•••••· 

Now conaider ua arbitrary •• X aDd ua equivaleDCe cla .. tj" We viah 

to ca~culate the ~er RJ(X) of .-bert of tj ~ti•f1ecl by X, i.e., 

A •blple co.blDatorial u.--t lbowl tbat 

( lxn~l )Czn'-ll ) 
• l S(cp) ()~I \S(.) () A,.l 

whexe ( ~ )· vCx-ll • ~! <·att-U &Del cp la a arbitrary.-. of cpj" 

Since the IUIJ»ara 1s<•>n A1 l dep&Dd oaly on the cl••••• tj aDd add up 

to not .Ore than ~. it follow that IJ (X) cu be vritt• aa a polyaaaial 

of degree X or 1••• ill the ..... xi • I X n Ai I : 

Now let t • r 1: a, cp > 01 H & reprumtatioD Of • &II & liD•r thra8bold 

fUDCtion :lD the aat of ••• of daarae 1••• thaD or ·equal to x. iy the 

ara-ent which ve hawe alrM41y uaacl .•~aral tiaea ve can &IliUM that acp 

depeoda only OD the equi.al&DCe claaa of cp &Del write 

• 1 
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l:a cp(X) • q» 

•••• z) • 

which, •• a aua of polYDQIIiah of dear" at aaat It, ia itaelf 8UCia a 

pol~al. Thu• we ca coDClude that t~ere. exiata a polJDQaial of dear .. 

at 1101t It, 

Q(xl, • •• •- -lr•) 

with the property that 

i.e., that if, 

Q(x1, ••• , x ) > 0 <.-> (Vi)(x > 0). 
• i 

In Q(x1, ••• , x.) ulte the for.l auhatf.tution, 
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Then Q(X1, ••• , x.> becOMe a po~TDOII!a1 of dearee at aoat 2JC. in t. Nov.

let t take on the valuea t • 0,1, ·~·, 2a. 

Then 0 f i if t 1 odd 1 f t for 1 • t + 1 x1 • or a011e a • n ac , 
2 

but xi > 0 for all i if t ia evan. 

Hen~e, by the defi~ition of the • predicate, Q auat be poaitive for 

even t ~nd neaative O! aero for odd t. By countina the nu.ber of chaaaea 

of •iarf ~tt ie clear that 2K <t 2a i.e. , lC ~ a. Thia c~1etea the proof. 

• 
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4.0 Introduction 

In this chapter we prove the And/Or theor• stated in fl.S. 

Theorem: There exist predicates, t1 and ·t
2 

of order 1 IUch that t
1 

V t
2 

~.nd t1 A. t2 ai:e DO~ of finite order. 

"e ,prove the ass~rtion for t1 A t2 • The other half can be prayed in 

exa.Ctly the s•e ·way. The re~lta will ~t be uaed in the aequel ud could 

be om:l!ded on a first read~ng. 

4.1 La.as 

We have already raaarked in §.1. S that if R • AUIVC the predicate 

and stated without proof that 

.is DOt of bo~ed order as lal bec~es large. We shall now prove thla 

assertion. We can as~e withouc any loss of generality that 

(A( • IBI• lei and the formal statement is: 

If ~(X) is the predicate of the stated fora 

fpr lal • ~' then the order of ~ increaaea 

without bound aa M ... m. 

The proof follows the pattern of pro9fs· '\~J 3. We shall asawae that the 

order of ( tM} is boun~ed by a fixed intege~, N, f~r all M, and derive a 

I 
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contradiction by showing that the aaaociated polynoa1ala would have to 

satisfy inconsistent conditiona. .The firet step 1a to set up the 

associated polynomiall for a fixed =M. We do this by ct10oaing the group 

of permutation~ that leave the sets-A, 1, and C fixed but allow arbitrary 

permutations within the seta. The equivaieoce claaaea of masks are then 

~haracteri~ed by three numbers, i.e., IAI\S(~)l, lBf15(~)1 and lcf\S(~)I. 

Por any given ~ the nuaber N~(X) of malke in ita equiva~ence cla•s satisfied 

by a given set X h-, 

( t~r.xl ) 
N (X) • 
~ IAnS(~) l - (

lc,-.xl ) 

x lens<~> I 
If IF<~)' :S; -ft>thia ia clearly a polynomial of degree at moat N in the 

three numbers 

Lett be-the aet of ~aka with laupportl s N. !numerate the 

equivalence clasles of t and let N1(X) be the numtie~ of .. aka of the ith 

clasa satisfied by X. The group itY.-. r ance theor• allowa ua to write: 

The £um tp1Mi(X) ia a polynomial of degree ~t molt N 1n x,y,z. Call it 

' 

• 

') -· ... 
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PM(x,y,z). 

Now,, by ~efinition, for· t~se values of x,y,z which are posaible 

occupancy numbers, i.e., non-n~gative integers· SM: 

PM(x,y,z) > 0 'if and only if x > z -~ y > z. 

We shall shov, tlp·~ugh a 'series of leimnas, that this c~_nr.~ ... ·he true for aU 
M. 

Lemma 1 

Let PM(x,y,z) be,an infinite sequence of·non-~,ro ?O~~m~als of 

degree at most N', w!t~ -the property that for all- ~sitive intesert x,y,z 

less than M 

and 

Then ·there exists ~ siD.Glt ~on-_zero_ polrnomial ~(x,y,z) _o,f de.aree at most 

N with the property that. the implications '(A) I w;l_t.h_"' Jlacina r Lil~l&!:.J.o..t 
-- - . M - ... -

.!1! positive intesral values of x,y,z, This folJ,ows by ~ straightf:>nt~rd' --
compactness argument, Ut should be !>bservsd tha~t we have had to wtake~· ·-ro.~ 
separation conditto·ns (A) 'by allowi:tg equality in both conditions -since 

inequality would not b'e .pre~~rved in the limit, Consequences of thil will 

make themseives felt in 

(A) 
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the proo( o{ l(';tlm:t 2. ) r·,.r the sake o{ completeness ,ye inc lucie the follo"'ing 
clcmcnt:lry proof. Write: 

where m1, m2 , ... ,n'T is a enumeration of the monomfals of degrees :s: N in 
x,y,z. 

Since· •the conditions o~ PM arc pruervcd under multipli;ation 'by a 

positive sc·auns !actor, we can as~ume that 

2 
!: C.. • &1,i 1. 

Now considejr ·the set Qf points in T-apace: 

These all He in a compact 1et--the .1\Arfact\ of the unit T-dillenli~nal 
sphere. T~erc ia, therefore, a •ub~tquence ~ -which co~v•ra•• to a l~it: 

j 

c • 

in the sense , that, for each i, 
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~ 
?(x,y,a:) • I: c

1m
1 (x,y,a:) 

i•l 

inherits the properties (A) for all positive intearal values of x, y, a:. 
That it is not identiceUy aero follow• fro• the fact ~hat the ·c

1 tahe-rlt.· 
the co~dition E c~ • 1. 

Leaaa..l, 

In order to prove our main theorem, we first eat~bliah a correapoDdln& 
result for polynomials in two variables, an~ later (L .... 3) adapt lt to 

t _ P(x,y,z). 

If a poly;:tOali•.l _f(a,f) satisfies the followll!f conditions for all 
integr~l va~~es of a and @• then it is identically zero: 

!!:2.2£: 

.... >· 0 and p > 0 -> f(a,p) ~ 0 

a ::::. o 2!. p ::::. o -> f(a,p) s o. 

As1ume, if possible, t~t f(a,p) satisfies the1e conditions and is not 
identically zero. We can write 

f(a,p) • ~N a(a) + r(a,p) 

-~-. ---

(I) 

(C) 

) 
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where r(a,IS) it of ·dearee leas than N in ,., aDd a(a) ia noc ideatically 

zero. Then we cal\ fiDel a value a 0 > 0 such that 8(!:1
0

) and 8( -<lo) are both 

non-zero. We cAn -then find ,.
0 

> 0 eo lar8e that 

We have: 

so that 

•<CXo> > o > •< -ao>. 

It follows · that (-IS0)Ka<ao> and (-IS0)N8(~) have oppoeite slana. Jut 

this contradicte the hypotheail: IS < 0 -> f(a,IS) ~ 0, whi'ch illpliea: 

This contradiction eatabliahea the lemma. 

4.2 ~ 
A Diareaaion on Be&out'a Theorem 

Readers familiar with elaaentary algebraic aeo.etry vill obaerve that 

/ 
the leaaa would follow baediately from JJeaout' a theor• if the conditions 

could be stated for all real values of " and ;s. We would then i.~rely have to 

• 

i -· • ,_) ~ 
• \ 
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} 
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prove that the doubly infinite L of the ~lsure is aot an alaehraic curve: 

-P ., . 

-· 
/ 

Bezout•a theoraa tells us that if the intersection of an alaebrai~ 
curve, L, with an irreducible algebraic curve. Y. contain• an infinite 
maber of points, it must contain the wbP~., of Y. But the L contain• the 
positive half of the y-axls. Straight linea are irreducible, 80 it would 
have to contain t.he entire y-axia if it were alaebralc. 

Unfortunately, becauae ou~ conditions hold on~y on inteaer lattice-
points, we muat allow ~or the possibility that f(a,,) • 0 takes a more 
contorted form, for example aa in the next fiaure: 

.... 
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Part of the pathologlcal behavior of thl• curve ia irrelevant. Since 

a polynomial of degree N can cut a straight line only N tU.ea, the incursion• 

into the interiors of. the quadrants can be cortfined to a hounded reaf.,on. 

this means that the curve f(cx,p) • 0 must "aayaptot:lc:ally occupy" t~e 

parts of the "channel" illustrated by 

ah o 

.... 
/ 

It seems plausible that a generalization of Bezout '• tl.eor• could be 

formulated to deduce from this that the curve muat enter the negative halve~ 

in a aenae that would furnish a_n i.lllnedia~e and more H.lmainating pr~f of 

our leaaa. We have not pursued this conj~cture, but believe it indic:atea 

a valuable direction for future research. 
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L-. 3 

If a pol~al P(x,y,a) aatiafiea the follovina condition• for all 

positive integral valuea of x,y, and a, then it ia identically aero. 

Proof: 

x > • and y > a -> P(x,y,a) :: 0 ::liZ: 

x ~ a .2! y ~ a -> P(x,y,a) ~ 0. 

Suppoae that P\x,y,a) had theae propertiea, but vere not identically 

zero. Define Q(a,Jl,a) = P(~ +a,: a + Jl, a) and vrite 

where r is of degree le .. than K-in a, and ~(a,,.) . ia not identically aero. 

Then we can ahov th.at f ••t aatiafy th~ COndition• in L-.a 2: Chooae 

Z fo ... ~ , 0' •. • 

(a) •o ~' ~ > 0 and •o + 'o > 0 

(b) I•: f(a0,,.0>1 > lr<a
0

,,.
0

,a
0

1. 
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It foJlowa that f(a0,,.0) ~ 0 ~> Q(a
0

,,.
0

,a
0

) ~ O, 

i.e., if and only if P(z0 +ao, a
0 
+ 11

0
, z

0
) ~ 0. 

thua ao > 0 aDd 'o > 0 -> •o + ao > •o ancl zo + 'o > •o 

-> ,<ao + 0 0' •o + 'o· zo> ~ 0 

•> f(a
0

,110) ~ o 

and daUarly a0 < 0 !:! ts0 < 0 -> f(OO•IIo) =' 0. 

But this is true for all ·ao·'o· Thua by the iL~ 2, f(a,J) ; o. 

It follows that P(x,y,a) ia of degree aero in a, ·which ia only posaible 

if it ia identically aero. 

Thia concluclea the proof of the AD4/0r theor •• 

• 



INTRODUCTION TO PART II : Geot~etric Theory of Linear Inegualitiea 
In Chapters 5 - 8 we will study the probl~ of building linear predicate machines to "recognize" patterns that are aeoae:trically interesting. We 

will study chiefly two-dtaensional patterns, and will ask questions like: 
(1) Is the problem of deciding whether the input figure is convex, or 

is connected, of fini~e order (in the sense of f 1.6)? Thia is studied in 
Chapter 5. 

(2) What is the smallest order of a perceptron that can recogni&e 
triansles, or circles1 Studi£d in Chapte~ 6. 

(3) C~ri a finite-or~er perceptron tell when the input picture contaius 
~ figured that are congruent or stmilar (in the Euclidean sense). can 
one determine which figures are symmetrical? See Chapter 7. 

(4} What can be cone with the more restricte~ diaaeter-li!ited 
perceptrons? See Chapter 8. 

o~r discussion of these questions is not very systematic 
or thorough, because our knowledge is still based on too few well-understood particular cases. Furthermore, we arc reluctant to propose any Yery riaid 
classifications of the knowledge we have obtained, because at almost every 
turn so far the results have been unexpected. Thus, the generally strong 
negative results described in Chapter 5 left us unprepared for the apparently positive results in Chapter 7, which in any practical sense are again 
reversed by th~ considerations in Chapter 9. 

For a preview of the general situation, before immersion in math ... tical 
detail, we suggest reading first the introductory sections of Chapters 5 - 8. 

I . 
\ 
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Geometrical Patterns 

We 2re about to study a number of interesting g~etric~J predicates. 

,But as a first step, we have tu provide the underlying apace "R-with the 

topological and metric properties necessary for defi~lng geoaetrical 

figures; this was not necessary in t}le case of predicates like i»arity amt· 

others relat~ to counting, for- these were not really geoaaetr ·~.c in 

character. 

The simplest procedure that i• rigorous enough yet not too 

2 mathematically fussy see.s to be to divide the Euclidean plane, I , into 

squares, as an infinite chess board. The set R ia then taken as ·the set 

of sguares_. 2 
A figure X£ of I is then identified with that set of el .. ent3 

of R--i.e., that collection of squares--that contain at least one point of 

~-
2 Thus to any subset XE of E corre~ponds the subset X of R defined by 

Now, Although X and JE are logically distinct no serious confusion can 

arise if we identify them, and we shall do 10 from now on. Thus we refer 

to certain subsets of R as "circles," "triangles," etc. meaning that: they 

can be obtained fx-om real circles and triangles by the map Xz ... X. Of 

course, this means that near the "limits of resolution" one begins to obtain 
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apparent errors of claaaification becauae of tl•e finite "••b" of R.. 
thus a small circle 

will not look very :~:ound. 

• ••• ••• •• •••• ••• •• •• ••••• • • ••••••• •• ....... ... • • ••••••• •• ••••••• •• •• •• ••• •••• 
...... .. ... . .. ••• 

2 If ~t were neceaaary to distiacuiah between'£ and·a ~e ~uld say 
2 . that two fiaur .. e ~· ~· of E a~e in the eaae a-tolerance claa• if 

X • X'. In this we wuld follow the aeneral Mth ... tical approach 
proposed by E.C. Ze...a [1963) for treatina· thia kind of prob!ea; so 
f~r, w~ have not had to do so. There ia no problua with the tranalation 
groups play the main roles in C~_pt£rs 6, 7 and 8. There il a aerioua 
problem of handling the tolerances when diacuaaiaa, •• in- t 7.6, 
dilations or rotations. The problea ia even aore aerioua when dlacuaaing 
general topoligic~l equivalence and it is only becuase we uae very special 
rt'!strictions on our fiprea, in Chapter S, that the t~lerance theory can 
be avoided. 

I 
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CBAP'l'IJt 5: 

5.0 Introduction 

In this chapter ve begin the study of connectednes•~ A figure, X is 
connected if it is not coaposed of two or .ore separate, :M»D·touching, parts. 
While it is interesting in its~lf, ve chose to study the connectedness, 
property e5pec~ally because we hoped it would shed light on the 110re basic, 
though ill-defined, question of~ vs. global property. For c9nnectedness 
is surely globa.l. On.e can: never conclude that a fisure is connected, ft;O. 
isolated local expert.ents. To be sure, in ·tbe ~aae , of a figure like 

one wauld C:tiscover, by looking locally at the neighborhood of the bolatecl 
point in the lower right corner, that the figure ia ~t connected. But one 
could not conclude ·that a figure is connected, froaa the absence of any such 
local evidence of disco~nect.ivity. If ve consider figures like the following, 

l 

I 
I 

I 
i 
!. 
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it is difficult to imagine any local event that could bias a decision 

toward one conclusion or the othet. ~ow, this is e~sy to prove,for 

~ampte, in the narrow frameWork of the diaaeter-ltmited concept of ~ 
(see fo.3 and '8). It is harder to establish for· the order-ltmited 
,frameWork. But the diameter-limited case giyes us a hint: by considering 
a part~cular subclass ~f figures we might be able to show that the problem 
is eq~ivalent to that of recognizing.a parity, or something l~~e it, and 
this is what we in fact do. 

* 5.1 :The Connectedness Theorem 

-We define connectedness as follows: 

Two points of R are adjacent if they are squares (in thi ~p X.: ... X 

** with a common edge A figure- is connected if, given any two points 

p1 , p2 of the figure, we can find a path throug~ adjacent points from p1 
to p2. 

'Theorem: The predicate 

't(X) = fx is connectedl 

is not of finite order <fl.6), i.e., it 

has arbitrarily large orders as lal grows 

in size. 

* The proof in f 5.-1 is need~ for the theorem off 5. 3. Othen.-ise the proof in f 5. 7 of theorem~ 5.1 yi~lds a better result. 
** We can't allow corner contact, as in , to be considered as connection. For this ~uld allow two "curve~' to cross without "intersecting": and not even the jordan Curve Theorem would be true. The problem c~>Ul~ ·,e avoided by dividing E2 irito hexagons instead of squares! 

} 

:t 
i 
' I 
.} 

\~) 

I 
" 
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Proof i: Suppose that l(X) could have order < m. Consider an array of 

- ? 
squ~ree of R arranged in 2m + 1 rows of 4m~ squares each~ 

• 

row B2 - m 

Let G0 be the set of points shaded in the diagram; -that is, the array ~f 

points whose row :I-ndices are odd, atld let G
1 

be the remaininl aqu~~ .. of the 

array. Let S be the family of f1.gur€s obtained from the · ~sur~ G
0 

by 

adding subsets of G , i.e., F; 1f :lt J.e of the form 1 ' -

G0\/F1, where F1 ~ G1 • Now F will be connected if and only if 1t~ r
1 

contains at least one squ~re ftom each even row; that ie, ff 'th~ aet r
1 

satisfies the "one-in-a-box" condition of i3.2. The tlieonm_ then follo~s 

from the One-in-a-Box Theorem. 

To s cc th~ details of how tht- orie·in-a-box theorem ia applied, if it il 



'-

. * 

l 

l 
l 
t 

. l 

l 
l 
I 
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not already cl~ar, consider the figures of family t as a subee~ r;f 111 
~ssiblc figures on R. Clearly, if we had an or~er-k vredicate t~Od 
·thllt cuuld -r9cognizc connectf.yity on R, we could have on~ that works on 1 ; 
<tH~~ciy :t>}t~ s:im9 pr9dic&to with \:Onstant zero lnp~a~s to all' variable• riot 
~it-'G0v~1 . And. ~j.fico nlt pof.ntH of the odd rowa ht.vo alwajls vdua 1 for 
.flgh~s in ~ , tlris. ill tt:~n me~na th•t we could have An· ordcr~k predicate 
;t9 dec~do th~ oa\c-ln·a-.box' property ·on· -eet ~l t' namdy, tho same predic~tt 
further n~st;i.ctc:d to haviri& constant ut\ity inp~t• to the· pointl in o

1• 
Thus cnch BoQlenn ~ungtian of tho ortatnal P!~1~ato ,.~N - it ~tplaced by 
the function obt~il)~d by. ftid.ng cjrtain .of itt varJ.1bl .. to uro And one; 
thi's operation ~a~ neve-r tnc-reau th'e orcter -of a function. But liMtll thh 
last r?:cdicatc cannot exilt, n~ither can the cirisind ·~N' This proof 

1/3· shows that tcoN has orcier ~t leasE c · IRI , In 5.7 we ahow lt h at 
least C • JRI1 / 2, 

5. 2 t.n Ex amp 1e 

Consider the special ca1e for k•2, and tht equivalent one-in·a~bo~ 
probl~ .for a G1-space of the form 

--.. - .... ,, 

in which lft'l'l3 
and there are ju~t 
4 square• in each 
box. 

• 

J 
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Now consider :1 t of degree 2; we will show th!lt it cannot characterize 

the \!onnectcdncss of pictures of .this kind. Suppose that + •fra
1

cp1 > ol 
nnd consider the equivalent form, syt11nctrized under the full group of 

* pcrmut·.ttions thnt int.crclumgc the rows nnd pennutc within rows • Then 

there llt'C just three cquivnlcnce-c lasses of masks of degree ~ 2, namely: 

single po1.nts: cpl .. 
i xi 

point-pnirs: cpu 
ij • x1xj (xi und xj in same row) 

i>oint-pnirs: 
12 

(xi nnd xj in different rows) cp.tj • x1xj 

hence Ill\' >t'd(ll' 2 predicntc must hnvc the forrr. 

1 11 12 
'~here·~ , ~ , und N nrc the munbet·s of point sets of the respective 

tnH~s in the figure X. 

Now cons:ldcl' t:he two figures: 

~" Note thnt this is not the snmc group used in provin0 theorem \3.2 
'l'hcrc we uid not use the row- intcrclumgc pa;:t of the group. 

( 

~ 

(1) 



In each case one ~ounts: 

hence the fonn (1) h<1s the same value for both figures. But x
1 

is 

connected while x2 is not! Note that here rn=3 so that we obtain a 

contradiction with IAi I = 4. while the general proof required 
? 

I,~\ I = 4m· = 36. (It is known also that if k::a6, we can get a similar 

result with IAi I = 16. This was shown by Dona Strauss.) 

The case of k=2, m=3, IAi I ,.. 3 .!.! of order 2, since one car. in fact 

express the connectivity predicate for that space as 

(This was found by brute force) 

_j 
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The proof method used in this ex~ple is an ·instance of use of what 

we call the "geometric ri-tuple spectrum," and the general principle is 

further developed in Chapter 6. 

5.3 Slice-wise:Connectivity 

It should be observed that the proof -in §s.l applies not only to the 

property of connectivity in its classical sense but to the stronger 

predicate defined by: 

A figure X is 11 slice-wise disconnected" if there is a straight line L 

such ':hat: 

~Xdoes not intersect Land does not lie entirely to one side of L. 

The general connectivity definition would }\1ve "curve" for L instead of 
11 straight line," and one would expect that this would require a higher-

order for its realization. 

It is fairly clear that human ability to discern connectivity ia 

limi.ted, if the availablE. time is restricted, suggesting a non-paral•el 

~ess. Thus it takes a certain time to decide which of these figurea 

are connected, even in the simple cut-wise sense: 

f. 
c 

) ; 

,;.; 
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5. 4 Reduction of One Order Problem !E Another 

The study of the order of predft:a··P.Il is often facilitated by the 

reductior of a given predicate to ~rt. ..u li.Lmpler one. Although we do 

not have a satisfactory theory of any class of l"eductions, or even a c!ear 

enough insight into, the nature of the relations which might play a role 

analogous to "homoroorphism," "qootient" ~;td so <'n in more develoJled ares 

of 11athematics, the following examples are useful in particular appl~cationa 

---- --·". 

d 
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and indicate an interesting area for future research. 

(a) Let us say that a perceptron systea, P, is defined by the 

basic set R and a set I of predicates on subsets of R. A second perceptron 

system, P', is a sub-perc~tron system of P if the basi~ set R' is a sub-s~t 

of R and if its set of pl.-..licates t' ia that obtained by relativiaing the 

members of t to R', i.. e. , each pr.edicate ~ ct' satisfies 

XC.R' -> cp' (X) • cp(X) for 8011e cpet 

and all predicates cp' satisfying this condition are in t•. 

Clearly the order of any predicate of the form t' for P' is at 110st 

that of t for P. 

(b) Isomorphism must be given the following natural sense: Let P 

be defined by R and t and P' by R' and t'. Then an iaomorphiwA, f, is an 

isomorphic map f: R -1 R' of the set1:J R ~~h the property that for each 

cpst there is exact!y one cp's9 satisfying ~(X} • cp'(f(X)) ~mere 
f(X) x {p£R'I qeR; f(~ • p}). 

(c) R' is obtained from R .by a collapsing operation f, if f is a .ap 

from points ~f R' to disjoint seta of R, i.e. 

psR' -> f(p) C. R 

J>"q -> f(p) f1 f(q) • A. 



, 

. 
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A predicate t 1 on It 1 is obtained f=oa a pred~cate t on I. by the 

collapsing map f if t 1 (I) • t(f(X') • For X' C I.'. 

Theorem 5.4.l:!:ollapsing 7heoran: 

If f is a collapsing map frO£ I. to 1.' and t' is abtained from t by f, 

then ~he order of t' "' ~ gr~ter than that of ¥. 

~: Lett=, 
~ 

,.. 
q> <t' > ol where t is the set of masks of deg~ee less 

tt.an.-k on r. 

Now for any X' C. !l, 

t' (X') • t(f(X')) 

• f E a rp(f(X')) > 01. 
t cp 

#>. We observe that (1) r~in~ true if t is replaced by the set t 

of masks cp for which S ( cp) C. f (R'), for if 

S(cp) t/:..f(R') then cp(f(X')) • 0 for all X' C. P .• 

,.. 
Now for cpet we have 

S(cp)C. L~ {f(p) I peR' l~ 

in fact 

·s<cp>c. U {f(p) I£<P>ns<cp> 1 A}. 

i 

' j 

(1) 

C) 

~ 

~" 

b 

r 
; 

f 
;. 
{, 

' 

,, 
' ,. " 

I· 

i 

(: .... 
'' 
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-> f(~')j U {f(p) lf(p)nS(cp) 'I A}:lS(cp), 

i.e., X' .J {plf(p)t')S(cp) 'I A-> f(X'):;)S(cp) -> cp(f(l')). 

On·the other hand1. if cp(f(l')), i.e., f(X')~S(cp), it follove that 

f(p) n S(c:p) 'I A-> pd' 

since f(p) A f(q) • A for p 'I q. 

( 
Thus cp(f(X')) • rx• ::> {plf(p) A S(cp) f. AJl. 

In other words cp(f(X')) ie a maak on R' wieh eupport 

{plf(p) n S(cp) ; A}. 

But since the aete of the fo~ f(p) are diajoint, for differeDt p, it 

follows that 

Going back to equation (1) we eee, then, that t' ia repreeented ae a linear 

function of mask• of degree le88 than k. 

q.e.cl. 
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S.S HufDa&n=s Construction for tooN: Proof 2 of Theorea 5.1 
We shall illustrate the application of the prec~in& concept by 

giving an alternativ~ proof that +CON has no finite order, baaed on a 
construction suggested to us by D. ~~f~n. 

The intuitive idea is to constr~ct a switching ne~rk which will 
be co~ected if an even number of its n ~itches are in the "on" 
position. Thus the c:;onned:edness problem ia reduced to the parity 
problem. The network is shown in the diagra ft)r n • 3. 

xl x2 x3 

xl x2 x3-

x X x3 1 2 . 

xl x2 x3 

-The interpretation of the aymbols xi and xi is as follows: when xi is in 
the "on" position contact is uua~.e whenever xi appea:u, and broker. whenever 
xi appears; when xi is in the "of£11 position contact is made where xi 
appears and broken where xi appears. It is easy to see that the whole net 
is connected in the electrical and topological sense if the number of 
switches in the "on" podUon is 0 or 2. The generalization to n is obvioua: 

(a) List the terms in the classical norma! form for tPAR conaidered 

• 

~·J 
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as a point function, which in the present case can be writ.ten: 

(b) Translate this boolean expression into a switchtng net by 

interpreting conjunction as series coupl;ng and ci~junction as parallel 

coupling. 

(c) Construct a perc"'ptron which "looks at" the position of the 

switches. 

The reduction arguement, in intuitive form, is as follows: the 

Huffman switching net can be regarded as defining a class ~ of geoQetric 

figures which are connected or not depending on the parity of a certain 

set, the set of switches that are in 11on'' position. We thus see .how a 

perceptron for ·+coN on one set, R, can be used as a perceptron for +PAR on 

a second set R'. As a percept:ron ior fpAR' it must be of or~er at least 

f R' f. Thus the ordf;tr of +coN m\lst be of order IR' f. We can use the 

collapsing theorem to f~rmalize this argument. But before doing so we 

note that a certain price ~ill be·paid for its intuitive simplicity: the 

set R is much bigger than the set R', in ~act IRI muse be·of the order of 

magnitude of 21R' I, so that the best result to be obtained from th~ 
construction is that the order of t00N,must increase·as log faf. 
This gives a weaker lower bo~nd, log IRI compared with IRI 113• if we 

wish ·to estimate the order. J.n fact, in order to escape this penalty we 

I . 
I 
I , 

' ' 
i 
r 
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·have decided not to apply the collapsins theorem aft~r all to this case; 

instead we shall construct a related but more complex sWitching net to 
obtain a sharper-bound. 

5.6 Connectivity on a Toroidal Sp~ce I~ 

Our earliest attempt-s to prove that t ted has unbounded order led 
connec 

to the following curious result: The predicate ;CON on an 2n x 6 toroidattr 

connected space IRI Jms order ~ n. The p_roof is by cgnstructton: consider 
the space 

f 

Figure 5.6.1 

in which the edges e,e and f,f are identified. Consider the family of 

subsets of R that satisfy the conditions 

(i) all the shaded points belong to each Xc~ 

(ii) for each Xe:f and each i, either both points marked ai 

or both points b1 are in~, but no other combinations 

are allowed. 

Then it can be seen~ for each X~, that X has either one connected 

component or X divides into two separate connected figures. Which case 

actually occurs depends only on thE parity of f(ifa
1 

ex}j. Then using the 

CollJsping Theorem and Theorem§ 3.1.1, we find that vCON has order it ft l~f. 
The idea for t~is proof came from the attempt to reduce connectivi~ 
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to parity directly by representing the switching diagram: 

"I' 
Figure 5.6.2 

x' 
~, 

If an ~en number of switches are in the "down" position then x is 

-- - ·--......_ -- -

connected to x' andy toy'. If the nwnber of down switches is odd, xis 

connected to y' and x' to y. This diagram can be drawn in the plane (see 

§5.7) by bringing the ·vertical connections around the end; then one finds 

that the predicate rx is connected to x'1 has for order some constant 
1/2 

multiple of jRj If we put the toroidal topology on R, the order can 

b~ shown to be greater than a constant multiple of IRI; this is also true 

for a 3-dimensional Euclidean R. These facts strongly suggest that our 

bound for the order 1f +coN is too low in the 2-dimensional plane case. The 

following section ~mproves the situation somewhat by replacing jaj 113 by 
IRI 112

• 

5. 7 Reduction of jCON to tPAR in the Plane 

The following construction shows that the order of tCON is ::;: O(jRj 112) 

for two-dimensional plane figures. It results from modifying Figure 5.6.2 

so as to connect x to x'. This is easy for the torus, but for a long time 

we thought it ~Jas impossible in the plane. 
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~ ' .. 
We first define a "4-level awitch" to be a pair of figures with the 

following two connectio~ diagrams. 

· . 

• 

Figure 5.7.1 

In the 11d\)wn11 state we have r 
t - . connected to 

) ' Po ql 

pl connected to q2 

p2 connected to q3 

• I p3 connected to <Ia I 

' • 
_, 

and we write 

With the switch in the "up" state we have, similarly, 

----- --·--



~ ~-- ~----

• 
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·Then, changing a switch will have the ~ffect of adding 2(mod 4) to the 

index of the q connected to any given p, becauae subtracting 2 has the same 

effect as adding 2. Now consider the effect of n switches in caacaae: 

I
~>'' 
;' 

'> . ' 

• > " 

- ' 

~-;_.,: ,-l 
(ho 

) . 
This simply iterates the effect: each switch that is "down" adds 1 to 

the q-index and each "up" switch subtracts l{mod 4) so that if k switches 

are down we have 

p -=>q 
i i+k-(n-k)mod 4 

Then that there are only two possible mappings since 

if an even number of fiWitches are down we have 

and if ._an odd number a·re dQwn we have 
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p -> q • i i+2-n(mod 4) 

Finally, we add fixed connections tying together p
1

, p
2 

and p
3 

and 

ql+n' q2+n' and q:3+n. The- overall effect in the two cases is then either 

Figure 5.7.3 

and we see that in the one case the network is disconnected and in the other 

case it is connected. We illustrate the n • 6 case: 

(See Figure 5.7.4, p. 16c.) 

and we can stata: 

Theorem :., , :.!: This net"-'>rk is connected when an odd number of switches 

are down and disconnected when an even number are down. 

It remains only to realize the construction of the switches. Define 

a switch to be the two. configurations: 
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UP 

'iaure 5.7.5 

J•eiaber that S ia not a coDJi lction. Wbeo the •tire COD8tnctioa 

1a completed, for_!! witcbea, the network will be atiOut Sa a..-ru Joita 

and about 2n + 12 aquarea high, ao that the nu.ber of Mritcb~• c:aa izW' 
1/2 

proportionally to .lal . It follOva that the order of tCDB azgn at 
1/2 

leaat as·faat as lal 

--- - -·-· -T 

i 

-'J(- -- -

~ '•. -
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The i~ea for the proof comes from observing that in the_plaoar· 

version of Figure 5.6.2 

-\ ( Figure 5.7.6 
- I 

c 

w~ ha.ve p1, ... q1 and p2 .. q2 for o~e paritj:··a~ p
1 

.. q
2 

aDd p
2 

• q
1 

for the 

other. If we could make a permanent additional direct connection froa 

p1 to q1 the~ the -whol~· net would be connected or diac:onnectecl accord~ 

to the parity. But this is topologically !.possible, and because the 

construction -appeared incompleteable we took the ~D& route. tbxouah ~

and applying the One-in-a-box theorem. Only later did ~· rea!be that ~~

p1 .. q1 coa"tecti~n - could be made 11d~ically," if not directly, by the 

constr~~tian . in Fig~re 5.7.1. This figure is made by aupert.poa~ two 

copies of ~igure 5! 7 .2, and using ~!te sec:Qnd copy oia.~y to inaure tbat '2 
and q2 are al~~ys cqn~2cted in the first copy. 

'J' 
1 .•. 
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5. 7.2 The Order of t00N As a Funct!::on of 'llll 
~~at is the trbe order?· Let ~s recall ~bat at the root of tbe -p~f 

~ethods we used, was the devic~ <f5.0) of conlid~in~ not all th• fi.prea 

but only special subclas~es with special combinatorial f .. turea. !bua ev~ 

the order \R\/12 of ~5.6 is only a lower bound. Our au~picion ia that th!t 

order~annot be less than \RI/2. As for the nu.ber of, •• require&, 

Theor.em 3.1.2 and the toroidal results •lve ua ~ 21RI/l2, but hia ~oo. ia 

a low< bound, and one suspects that nearly all the .&aka are n~~ed. 

Another lin~ of thought suggests that one could get by with the order of 

th~ number of connected figures, but that }las probably ·not ~ch lilaller 

exponent. As for the coefficients, the results o~ §9 will apply ~ediat~ly. 
Examination of the ·toroidal construction in §5.r~ might Mke oq_e 

suspect that the resul~, t00N ~~ \Rl is an artifact reaulting fraa the 

use of a long, thin torus. Indeed, for a "square" torus we coul~ DOt aet 

th~s result because of the area that would be covered by ~~~ collllectina 

bri~ge lines. This clouds the conclusio~ a little. On the other baad, 

if we consider a~ dfmensiona~ R, then there. is ab&olutely no di(ficultJ 

either i~ the torus or in ordinary E
3 of showing that •ooH ~ l :lal,. Ve 

teave unresolved th~ frob~cm·of finding. p~ecisely the lower bOund of -t~ 

in E2·, content with showing thi!t it is -not of finite order, end tha~ it 
-1:/2 

grows at least as fast as-IR·J - • 

5.8 Predicates Related to the Euler Formula 

Curiously enough the predic~~e 

' 

-
_) 

CJ 
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r X is eonneetedl '/fx conta!ns .at least one hotel 

has :finite order, even though neither disj~ct ,does--an instance of t6e opposi~e of the And/Or phenomenon. This .will be shown 'by a construction inv9~ving the Euler ~elation for orientable geom~tric figures. 5.8.1 The Euler Polygon For.ula 
Two-d~ensional :objccts have a topological inva~iant G(X) that in polygonal cases is given by 

G(X) • lracea(l)(l, - lEdgea(l)} + lvertices(X) 1. 

Some examples: 

-

I ~ ~I: 
: 

r!~ 
G = +1 

.._ . ~- . ' 

G~ 0 <l ~ ;~ ® 
. -- -~ 

~ ~ ~ 
: G = -1 ¢> 

' ~ - -
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fopoioaically, G(X) 1.a in a•eral Siveo by 

-G(X) • JC:onnec:ted ~neote I - lboleef. 

It,. b poeli~le to Uke low-order perceptrone that r .. Uae predicate• 

like reel) •• ; aDd rc(X) < _,_ .follove. 

lor each point xi of I. cbooee veipt 

ai • +1 ("v~ticee'').-

Por each adjac•t pair_ liJ •I chooae veiaht 

a~J • ·1 ("edi..,~"). 

Por -each "•quare'' choo•• veipt 

aijkl • +1 (''face•") 

lor au other ••It• t choole v•tlbt 

a •- o. 

'' aptc:h .tbe ,_f loy (illduc~ive) aaalyob of wilat ... _ ...... a poiat 

(equare-in a2) ia addod-to a- fiaure. 

.;'1df.Da an acljaceot aquare to- a fiaure, ~bat :touche• on Ollly ODe aide 

does .JOt challae G, aud ~~~· 1 - 1 • 0 to our aum_: 

• 
- .. 

' 

I 

I 
• I 

I 

.I . . . , 
i 

. .. . -. ' ....... , ............ •'-· ·'" ..... J...... ......... .....J 
- . . 
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-·-y 
- •-1 

.... -
Adding a square that touches two others norma~ly decreases G by Unity, 

and appropriately adds 1 - 2 a -1 to our sua: 

This normally connects two components or (if the two were alr~dy connec~ed) 

adds a hole. The exception is: 

which does not change G and appropriately adds ·1 - 2 + 1 ~ 0 to th~ sum. 

Case-analyses of the 3-neighbor aDd 4-neighbor ~:.tWttion c011plete the 

proof: these include partial fills like 

• 
which add 1- 3 + 2 = 0 arid 1- 4+ 4 • 1, the latter -repreaentin~ ~he 

i~cr;ease in G when .a hole -is fiD!lllY filled-in. All this corr•8ponds to 

an argument -in algebraic topology concerning addition of edge•: and cells. 
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to chain-camplexes. 

It follows ~ediately that the predicate 

focx) < n 1 

is realized with or?er s 4. This leads to some curious observationa: If 

we ~re Jiven that the figures X are restricted to from the c~nnect~~ 
(= ~:>ne-component) figures then an order-4 machine can recognize 

or 
r X is simply-connect~l-W(X) > ol 

rx lias less than 3 holesl• rc(X) > - 2l 

But of cour~e.we cannot conclude that these can be recosntzed UDConditionallz 
by a finite order percep~ron. 

Note that this topological invariant is thus seen to be highly "lo~:al" 
in nature--indee~ all the ~·s satisfy (a very tight) diameter-l~itation! 
Now returning to our initial claim we note that 

rc(X) = n 1 ;; (rc(X) s n 1 = rc(X) :2: n1) 

heJ:!ce by Theoresn 1.5.1; -we c~n conclude that fG(X) • Iii has order s 8. But 

the proof of that theorem· involves constructing product-~'• that ar~~ 
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diameter-limited, and we believe that thisqpr~ic:ate cannot be realize!i by diameter-limited perceptrons. The situation aee.s s~ilar to the relation hetween ~8.2 and§ 8. 9, but we have not explored it.. If the conjecture is true, we have the intriguing possibility of using the theory to classify top~lo~ical invariants in~o different categories of "localness." What would be the analogy, if any, within topology, of the distinction between diameter- and order·l~itedt 
5.8.2 Uniqueness of Topoloaical Invariants 

We have shown that the topological invariant function G(X) liea in the class 

where t0 contains the masks enumerated in 5.8.1. We now show that, a~s\Diling bounded coefficients (aee§9. ): 
Theorem 5.8.2: The only topological invariants in L(to)are functions of 

l!22£: ConsideJ; any figur.e X and let p b'e one of ita points maximally to the r~ght. Then the aequenca of figures 

. . . 



are topoloaically equivalent. 

Suppoae that t<L(t0) io tGpoloaically invariant. SiDca thio tnelud .. 

translation and rotation (by 90°) invartance. we can Vl'ite 

Define f(n) to be the -of the •-tiona for fiaure Xn. S~C~··the 
direction of <he inequality•uat be the a .. e for olFX we ... t hove, for 

n -

f(X) + n(a-+ J) > e 
and 

f(Y) + n(a + J) < e 

for any figures X and Y for which t(X) and - t(Y). Jut then ve ... t have 

g+ ~ ~ 0, _because otherwise~ would be trivi~l (constant). 

Sfmi~aLly, by appendina to X the figur~• 

one f~nda that 2a + ~~~ + y ~ II + y • 0 &Del we conclude that 

. .. 

• 
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a •• -IS • Y 

and h~nce that 

Hence L(t0) contains only the E~ler invarianta! Q.E.D. 

We can push .the argument into larger ••a. S~PPo~e ·that the-3&ika of 

the form._are adjoin.!d. .t~ ~. '1heu by uaina the fiam.. . -"extensions 

we find that 2a + .2p + 6 • 6 • 0, hence the new .. aka will hav~ zero 

coefficient in +· * !ven if we further edjoin the maakcf3 , we muat then 

ht'V'e··(£1'0111 the same extenliona) 
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and - ~~e c:~.,~le>c sequence of, <!Xtensions, comparing 

shows t~-t ~O -*" ~~ ~ <tf3- acJl.. 0 and hence 

thJu~cEl ·l'tld ~ence a dl ne both zero (elae R :.:w would change c""'"'·':t"t~l>, contrAclicttaa the defin!tiO· in Js.lj, 

AU '<J-s s"l!l-•ta • COiljeeture we have not i*Veatigated at •11; that ., 
the onlx. tv'-L•"~Le topolo,tcot tnvarta'!t• of finite .order are of 

Eulerian :1,,_. ~~ ~his liere proved, 1t woal<i ~ireetly illplj--th, ..,._tadn~aa 
theorem, c:~,;sh it ...,uldn't give a 1108Jiitudii ••tlmate on ordei:-arowth. 

~ 

* There are III>JIY Otf."r ,!:OJ!C!l<!aica.! invariants besides the noaber of c:OtopOn"!lta 
of X and G(lj

1 
fo" ~le, (• cotij>onont of X lies wj.thin a hole Within oaothe~ comPonent orf 'f. 1· 

---...___.,. ---- --·-
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f!h..:?TER 6: GEOMETRIC PATTERNS .OF SMALL ORDER 
6.0 

Chapters 6 and 7 Will demonstrate some techniques for Cl~lt~uctin& loW• order predicatas of ge6metrir. character. The ~esults ·are in one aen1e .are positive th~n those of the previous two chapters. We tier~ frequently 1urprise-·J to ~ind that certain,predicates are of much lower order than we originally expec~~d·. However, th~re are al:so some ~1'iegative results of a nr.t kind. In §6. 6 we shah f~ce the probhm_ .9f. recogni~ing pattern• "in cijntext ." A low-order -verccptron ~an t~ll, for example whether a given figure is a ~~ (as shown in *7.2.5) but the problem of deciding whethe~ ~ fiaure contains a s~~~r~ :(and perhaps something else) is ~ of finite order! If!. -C~=i!ter 7· we d~sc;ribe a very powerful technique, i•atratification," that u}Jdws how ·to ~onstruct finite-order fm···.. '"'ns for many pattern• invariant under important geomec-ric groups,. e.,g. ~ trans~at1on and dilatation•. But tbi1 metho_d seems to give rise to extremely· large coefficients. In Chapter 9 we shall see that the occurrence of ·Co(.!~fici.~nts which increase without bound'; as the re~ina size increases, is not an act:idental by-product of th1"1 aethod o.f construction;· it will be shown that prcclicates as simple as recogni&iaa a single given figure in~ependently of translatiQn on the retina nece•••rily lead Co unbounded coe£Hcients in ony. realization by a family of perceptron1 of limited order. 

The division of material bct~r-~~·Ch~ptcra 6 ~nd 7 corre~pondl for.ally to cwo general methods we h~ye fouryd for constructing .geometric predi~t~• of . .finite order; "differ~nce-vec'tor spectra" (Chapter 6'· and "Stratification" (ChapteJ~ 7). A ~~erer difference ia related to the· stia.· . • of group invariance 

J 
! 
I 
j, 

I 
! 
I 

i 
i 

! 
j· 
I 
I ) 
I 

I 
.,I 
[. 
I' 

\ 
I 
I 
I 
1 

. ~ 

I 
I 
I 

1 
i-

1 

i 
-1 
~ 



J . I 
i 
j· 
I 

I 

i 
l 
I , I 
I 

'JI· 

I 
I 
! 
l 
I 
I 

I 
! 
; 

-2-

in the two c&ses. 

The geometric predicates we want to consider ar~·-•~ .nyariant under the group of, .Euclidean transfnlJ:!I4tions, and somet-i"', _ ''" ,~o•an~ !ll\'adancf't under size-di~atation as well! Unlike the groups of permut~t~on us~~ up to now, dqatation is not easy to define in the context of fil)ite quantized retinas • The difficulti~s are,, at leaet uperficially, of two kinds: those that come from discreteness and those that seem related only to finiteness. An ·extreme example of the first kind i~ posed by the group of d£Jatat~ons of plane figures. We ~an double the size of a figure on a discrete retina,. but we. may be prevented by the r~1ter &ize from halving it. Worse .probl~s of the s .. e kind occur when we consider rotations (other than those that preserve the ret1.nal lattice). Problems of the second k1.nd, which we shal:l treat at soae length, arise in connect·ion with the more innocuous group of translations. He a~ticip~te the details of Chapters-6 and? by a brief &umaary of the main result•• In Chapter 6 we use ft .:s that, in some sens~, d~end only on the "local" Jtructure- of the grOUF• The theorems we prove then remain true whether R is. the full infinite plane; or if we force it to be finite, e.g., as -we did in §5.6 by cutting-out a finite portion and sewing itt edget together with a toroidal connection. In all cases, the Group Invariance theorea it applicable, and· the coef~icients are equal on equivalent cp's, etc. The price seems to ·o~- what in each ca1e we are accepting a diameter-limitation, either in the predicate• or in the class of figures to be-accepted. (Thus we recognize the •e~ of ,geometric rectangles in §6.3.2, by their "conjunctively local" dia~eter-limited property of having only four corners. But we cannot recognize geometric squares (pres~~bly) without th~ methods of Chapter 7.) 

• 
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In Chapter 1 we u1e more global properties-of the trarisforaation 
group; in particular, that all the translatio~s of the plane can be ord~~wj 
ih an ·P-num~ration under which sufficiently large elem~nts always doatoate 
sufficien~ly ..all one1. The1e enumeratior.s enable us to show that sa.e less 
local prop~rtie• can be realized on the full infinite plane: the price is 
unbounded coefficients and loss of equal coefficients for equivalent predicate•. 
These prQcedures do ~ s~rvi.v.e toroidal· closure of a finite portion of the 
plane becau1e the required property of the ordering is destroyed, and this 
appears to be irreparable if the group contains cyclic group• in its. alobal 
struct;ure. 

The predicates and methods of· representation of Chapter 6 d~•end ~nly on 
the local structure of the group. In the next chapter we use mor~! global 
prop_erties of the tranlformation group; for exuple, we will use ~; eo~~plete 

ordering of all translations to obtain low-order representatic.ns (or certain 
predicates. This result doesn't carry over to rotation becauae t~e~e 
procedures do not 1urvive a toroidaL closure of a finite part of tbe plane. 
(The ordering relation is d'stroyed!) This seems irreparable beca~se the 
group now contains a cyc~ic subgroup in its global structure. Ind!e~ we fiDel 
(in §7.10) that certain simple translation-invariant predicates do; aot satisfy 
the group invariance theorea on the infinite plane. ~twill turn1out that we 
can use this to advantage. We eventually shall show (in §9.4) tha~ the C.I. 
theorem doesii hold if bound• can be placed on the coefficients, ~Dd so deduce 
that the delinq~t predicates cannot poasible be repre1ented with .bounded 
coefficients. But despite this consolation prize we feel deeply dt ... ati8fiecl 
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with our state of understanding of the inter-relations of these pheao.ena. Ve believe there is 11011e deeper fact connected with the global structure: of the group, but we have been unable to guess precisely what it ie. Thus, although the next two chapters contain many amusing constructions and sciae intriguing theorems, we s~e them as posing more questions than th~ .anwer. ·Because translation-iuvariance is required throughout Chapter 6, theorem 9.4 assures us that we can use the group-invariance theorem provided we assume that the coefficients are bounded in each equivalence-etas~. 'l'his is always (trivially) true fo~ finite R. But there will then exis~ i?finite preceptron counter-examples to some of the statements in Chapte; b; tor example, §7.10 discusses an infinite exception to statements in §6.2. We felt that it was desirable to leave the results of Chapter 6 in their present form, even after discovering the methods of Chapter 7, because in real life, the conclusions based on the finite case are the most ~portant, however interesting the infinite case might be, mathematically. 
In §6.1--§6.4 we Show that certai~ ~~tterns have orders • 1, • 2, ~ 3, ~ 4 ~espectively. In most cases we usually have not establithed the lover '. -bound on the orders and have DO systematic methods for doing so. f.l Geometric Patterns of Order 1 

When we say ''geo.etric property'~ we mean 10111ething that is at 1-st invariant under translation, usually also invariant under rotation, and often invariant under dilatation. The first two invariaocea combine to define the "congruence'' group of transfo1'118tions and all three treat alike the fiFe• that ar_e "silailar" in Euclidean Geo{letry. lor order 1 we ~w that all 

• 

- , 
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coeffi¢~·21.'.ts can be a&sutlle~ tp be ~·qual, since the translation group aati•fle• 
the condition for Theorem 2.4. Therefore, the only patterns that can ~e of 
order 1 are thuse .-defined by a single cut in the cardinality or a~ea of the 
set: 

1 = ·(ixl > Al or t = flxl < Al. 

Note: If trarisl~~ion iDv~riance is~ required, th~.~~ceptron~~f' order i 
can compuce other·proper~ies, e.g., ~ncerning moments about f!rticular 
po·ints or axes. However., these·are not ·"geometric" in the sense .of being 
suitablly invari~nt so ~ile they may be of considerable practical 

* importance, we will not discuss them here • 
~ 6.2 Patterns of Order 2, Distauce . ~pectra 

For k = 2 things are more ~omplicated. As shown in §1.4, ex. iii, it i• 
possible to define a double cut, or segment, in the ar~ of the set; that is, 
ue can do the counting· trick, and recognize the figures whose areas are 

In fact, in general we can always find a function of Grder 2 k that recognize• 
the sets whose ar~s lie in any of k intervals.) But let us return to patterns 

* See, e.g., McCulloch and Pitts (1947) for an eye-centering servomecbani•· 
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invariant under geometric groups. 
First, consider only the group o~ 

transl~tions, ~nd masks of order 2. 
lben two ~~asks x1x2 :and x 'x ' are 

:1 2 
equivalent if and only if the d~fference vectors 

and' X t - X I 
l 2 

are equal, possible With opposite sign. Thus, wrth respect 'to the translati?n 

grp~p, any order 2 predicate can depend only on a figure's a'difference~ 
vector. spectrum," defined -a~ the sequence of the numbers of pa~rs of ,points 

separated by each angle and distance ,pair. ' 1'he two figures: 

and 

have the same difference-vect9~ ~pectra, i.e.~ 

"vector" nUIIlber of eairs 

0 4 

a• 1 

2 

rll .. 1 

l 

I 1 



• 
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Hence no order 2' -predi~ate can make a classification which is both tranalation invari~nt an~ separates these two figures. In fact~ an iDnecHate consequence of the group invariance theorem is: 
Theorem: Let t(X) be a translation-invariant predicate of order 2. Define n(v) to be the number of pairs ~f points in X that are separated by-the vector v. Then V(X) can be written 

t = r i: a n(v) > 9 1. v v 

Pro~£: n(v) pred~cate~ in the class ~(v) are satisfied/ 'by any translation of x. 

* Corollary : Two figures with the same translation spectrum n(v) cannot be distinguished by a translation-inva4iant order 2 perceptron. 
Example: the figures 

and 

~re indistinguishable, while 

* Conversely if; the spectra are different, e.g., n(v1)(A) < n(v1)(B) then the translations of two figures can be separated with fn(v1)(X) < n(v1)(A)l. But classes made of different figures may not be separable. 
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and 

have different difference-vector spectra, and can be separated. 

If we add tbe'requireaent of invariance under rotation, the last pair 
above becoaea ::ti\cl~atinauishable, because the equivalence-classes ~w group 
~ogether •11 d~.ff~ences of the same length, whatever their orientation*. 

Ar: .interesting ,_it- -of figures rotationally distinct, but still indistinguiah
~ble, for k ' ,2_,. ~- the pair 

and 

which have tbt ---e (direction-independ~~t) distance·lietween-point-pair spectra 
through order 2a llBIIlely: 

~ --~ 
* Mote t~~t ·tf~ ~id no,..! allow re~lectiona, yet these reflectionally opposite figures are ~~ c:oafused! One auld. be cautious about using "intuition" here. The theory of ro'Catio.-1 invariance requires careful attentio~· :to the effect of the discrete ¥etib'll approxiaation, but can pre1U118bly be made c-.,~liltent by application oi, ~e.-n's •etbods; for the dilatation "group," there are serious difficul~iel. There is of course no d~fficulty for the 90° rotations, the only rotattot~ ~oup used here. 

• 

. ,. 
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lx!- - xj t - l from 4 pairs m 
lx1 - xj I • /2 from 2 pairo ·~ 
I xi - xJ 1 • 2 from 2 pa~r• f4 fat 
lx1 - ·xj I • Is fr .. 2 pairs q 

and each has 5 .points (the order 1 spectrw). 

The group-invariance theorem, ~2. 3, tells us that any group-illv~rlaat 

perceptron cancbot distinguish between members of .~quiy~lence 

classes of aasks, but can d~end only ~ the pattern's "occupancy nwabers." 

i.e., exactly the "geoaetric spectra" discussed here. Many other propoNls 

for npattern-recosnition aachinea"--not perceptrons, and accordingly DOt 

repr.:esentable simply as lineer forms--might also ,be better understood after 

exploration of their relation to the-theory of these geometric spectrG. Jut 

it seems less likely that this ktnd of analysis would bring a great deal to· the 
study of the more ·"descriptive'' or, :as they are sometimes called, "syntactic" 

scene-analysis systems that the authors sec~etly advocate (Chapter 13). 

6.3.1 Convexity 

A particularly: interesting predicate is 

-...-----......----- ----
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tOOIIVBX(X) • rx ia. a dngle, ~lid convex figurel. 

That thi~ is of order ~ 3 can be seen froa the defin~tion of -?'convexn: X ia 
convex if and only if any line~ses-ent whose end points are in X lies entirely 
within X. Given ~ suitable definition of tolerance approxtmation, it follows 
that X ia a couvex if and only if 

aCX, b~ -->midpoint ((a,b'])~X 

hence 

is of ord~ ~ 3, and pxew.ably of order • 3·. This is a nconjunctively local" 
condition of the kind dbcu .. ed in §o.~. Bote that if ~ ,connected figure is 
not ccuvex one can further conclude that it has at least one "localn concavity, 
as in 

0~ 

with the th·ree points arbitrarily close together. Thus, if we are given that 
X is co~ecte4_, then convexity is abo diaaeter-limited· order 3. 

• 

.. 

' ' 
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If we are nat sure X is connected, then the preceding ;rgumeat faila in 

the diameter-ltaited ca~e because a pair of convex figures, widely aeparated, 

will b~ accepted: 

Indeed, convexity is probably not order 3 diameter-limited, but on~ abou~cl" 

not jump to the conclusion that it is not diameter-limited of any order, 

because of the following "practical" consideration; 

Even given that a figure is connected, its "convexity" can be defl.Decl 

only relative to a precisio~ o'f :tolerance. If this precision is not ir.flnite, 

and it cannot be in the diameter-limited case, then either there will be a 

bound on the size of the acceptable figures, or some small negative. c~~ature 

will have to be tolerated. 'But within this constraint, one £!.!! approxllll~e 

an estimate of curvature, ancl define "convex" to be J curvature ~ 4n. Ve 

will discuss this further in §8.3. 

6.3.2 Rectanales 

2 ~ithin our square-array formulation of E - R ve can define with order 3 

the set of solid axis-~rallel rectangles. This can even be done with 



diameter-lU.ited ~·s, by 

:!i 41 

where all cp' s equival'~t under 90° rotation ~re included. ~he hoU!;>v 
rectangles are caught by 

:!i 121 

where the coefflcienta are chosen ~o excluue the case of two or more separate 
points. These examt»les are adllit1:edly weakened by their dependence on the 
~hosen square lattice, but they have an ullderlying validity in that the figures 
in- question are definable in teras of beina rectilinear with no more than four 
cor~ers, and ve will c!iscuaa this slightly more than "conjunctively•local" 
kind of definition in Chapter 8. 

One would suppose that the sets of hollow and solid •ctuares woulcl have to 
be of order 4 or hiaher, _!)ecause. ~he comparison of ·si.de-lenaths shoulcl requir.~ 
at lea•t that. It ~~ surprislna, therefore, to find that they have order 3. 
The construction is distinctly not conjunctively-local, and we Will postpone it 
to Chapter 7, ev~ though it satisfies the bounded-coefficient stipulation for 
the present chapter. 

Another ex•ple of an o~der 3 predicate is 

rx lies within a U.ne and has ~ n sepents1 
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which can be defined, up to a tolerance, by 

ft cpa:J + E cp~ - t cpa + nt (all non-collinear triples) s . nT 

6.3.3· Higher·order Tranalation _ ~pectra· 

If we define the 3 -vector spectrum of a figu~e to· be the set of nUIIbers 
of three-point masks satisfied in each translatio~ eqy ~~ence-claas, it la 
interesting to note the following fact (which is about geometry, and not about 
linear separation). 

Theorem 6.3.3: Figures are uniquely characteri&ed (~p to translation) by their 
3-vector spectra, ev~ in higher dbnensions. 
~: Let F be a particular figure. The figure F has a "diameter"; the 
maximal distance between two of its points. Choose a pair (a,b) of points 
of F with this distance and consider the set ~ b • (cp b ) of masks of order a a, ,x 
3 that contain a,b, ~nd any other point x of F. These masks must have 
coefficients equal to unity in the translation spectrum ·of F, for if ~ 
contained two ~ranalation-equiv~lent m~ska 

then one of the distance [a,abl or [ga,b) would ~ceed D) for they are 
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Thus any translate of F must contain a uniq~pair Jlarallel to (n,b}- anc! 
the part of its spectrum corresponding to ~ab allows o~e to reco·nstruct completely the figure. 

The! br.t that a figure is determin~d by its 3-translation spectrum, J not, of course, imply that rccugniti~n of classes of f~~ures is order 3. (It do~s imply that the translations of t'ro different figures can be fiO separated. "":~l fact, the method of §7. 31 AP-pl;~~ti{;n· i 1 shows this can be done wltlt order 2, but only outside the bounlled-coefficicnt restriction.) 
The study of the relation betw~en spcctrn nnd ordinary geqmetric concepts is presumably the d9main of intc-:gral geometry, a subject with "-'h-ich we are not familiar. One would, want to know, for example, how much of the S{lec;trum is necessary to character:~ze figures invnrinntly under rotation--and what percept~n' orders arc ne~ed to ex~loit this spectrum. (For, ns in -§s. 8.1, the p·orceptron ~rder m~y be higher than. the spectral discrimination order.) The ronarks about rotation, :i'n Chapter 7, :suggest that: the problems nbout Sil'-!Ctrn under rotation ue qu~.te c. bi~ deeper. 

6.4 Patterns o! Order 4 and Hiaher 

As shown in §o.2, we cnn use the fact thnt any three points cletcrmine a 

• 
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circle ·to make ar. order 4 perccptron fox ,he predicate: 

I :X ifJ the perimeter of a complete circle 1 

by using: ' ~he 'forrn 

f' 1:: X XbX Xd + r, X XbX ~d < J.1 d~C a ,. c ~ a c abc e abc 

* ~Jere C 1 is the circle through x , "b' nnd x • a ,c - a c 
M!iil)' other curious and interesting predicateB can be shown by similar 

argl.lnl~h~ to mtve small qrders. On should e careful not to conclude that 
.thi-;: mcan,tJ that thert) are practical conflcqucncea of this, unless one ·iB 
prqr,ared to face the fact ~hat 

iJ) 

c) 

* 

large numbers of ~'s ~ay be required, of the order of lalk-l for the examples giv o a~ve; 

The threshold conditions ar! sharp, so that er:tgineering , ~ns~dcrat~ns may cause- ~.ifficulties in 1Calidng the lina..s: IJUIIiiiation, e•pecially if there h any problem of noi,se. Even with simple •quare-root noise, for k ,. 3 or larg~r, the noiae grows fast~r than the retinal size. ~he coefficient aizes arc often fotall.y large, as ahown ,in Chapter 9. 

** a very digbt change in the pattern definition·; often de•troya its orc!er of recognizablli~y. Wfth low orders, i~; may not be pc)•lible to define tolerances for reasonable performance. 

Again r:herc is a tolerance problem: what !! a circle in the discrete retina? !~cc ~8.3, 
•k'k 

Sec no(:c at end ot Chapter 0. 
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6.5 !oectral lecoanttion Tha:.r•r 
A nUIIIber of the prece4ina exaMples are 1pecial caae• of the following theorems. The idea• introduced here are not u1~ later. The gioup invariance theorea (§~.2) ahowa that if a predicate ~ - ~~ invariant with res~ect to a group G then if t~L(t) for ~e ~it c~n -~e rcaii%ed by a form 

~ter~ the M1 are -the nuaber1 of~·· in each G-equiv~lenc~ cla•s •atisfied by X~ In §5.2 we toucned on the "difference vector lpectruat" for g~111etric fig~rea--under the g~oup of ·trand•tion• of the plane. These 1pectra are in fact the H1(X) nUIIIb~r• up to order k • 2. If a G•invariant t cannot be de1cribed by any condition on the Ni'• for a siven t, then obviously tis not in i.:(t). The followins ruult• •how .ame conditions--on the N1 that imply that t 1! of finite order. 

Suvpo•e thl~ t 11 defined by jim~!'•neou• sati1f1ction of 111 equa}ities: 

where n, ••. , n is a finite 1equence of intesers. Then t has~ twice the 
1 Jl 

~xtmum order of the~·· as~ciated with the N1's. We will state this w~re precisely as 

t 

' .. -

I 



I 

) . 

Theor• 6.5.1: :Let 

and 

!'~!en the order of 

b at 110~t tWice 

The aual of the proof b to 1bov that -the definition of + ~ be ,at 

in the fora of a lin•r threnold e:xpreslf.on, viz.: 

As it staDC11 thb il ~ a lLM:ar threlbold COIIbinatfon of predicatea. To 

::eca•t it 1.-to the de1irecl .... ,. ve intJ:Oduce 101ae ad hoc convention• 

that will not be used ellaere. Given any set t of ;»redicatea we construct 
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a new set of predicates t(2
) by first listing all pairs of (~i.~j) of predicates in t aDd defining 

Many of the predicates eo constructed will be logically equivalent, f9r exaaple: 

cpij - '~'Ji' 

but we make the conveotion that the.e are to be counted as distinct ae.bers 'of t<2>. ('!'his aeana that in a · very strict sense t<2> is a set of "predicate foms" rather tban .of predicates.) 
The effect of the coliveotion is to s~plify the arithaetic and logic of the counting arggaeot ve are about t~ use. Let X be a figure for which exactly ll predicates in t are satilfied4 Obviously lf predicates of t ( 2

) will be satisfied by X, i.e., 

Now let t
1
,t

2 
••• be an em.eration of the equivalence classes of ~. Since the ntaber of predicates of ·ti satisfied by X is 

• (X) -i 
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then, aa ve have aeeo, 

1'hua 

To ~epresent the left hand aide of thia e~tion iri the standard for for 

linear threahold'predicatea ve define t• • t<2> U t:u {the constant funct~on}. 
The linear fona ve want iS 

where 

and then 

! a(q~) fP 

a(q~) • 1 for cpct<2> 
a(q~) • -2ni for q~eti 

2 a(constant) - r n. • 
~ 

t(X) • fiQ(q~)qi(X) < 11. 

To coaplete the proof of the theor• ve have only to obaerve that 

-0 

fs<ffli,J>I • ls<q~i> u s(q~J>I 
< ,ls<q~i) I + ls~q~J) I 
< 2(Max ls(q~) f; cpcl). 

Q.E.D. 



-20-

6.5.2 Extended Exact HatchiD& 
An obvious ,geoeralization of 'theorem 6. 5.1 is thb: 
Suppose that + ia defined by 

n m 
t(X) - V A (Ni = nij), 1•1 jal 

j •. e , t satisfies ~ny one of a nUIIber of exact conditions on the Ni. Then t is of finite order, for ve can realize the polynomial form 

· aethoda like those in the previous paragraph. However, the extension now requires Boolean producta of _predicates of different equivalence classes, and 1ll :the maxiaal order requit·ed ~1 be_$ 2• I: I SkI where I SkI is the support size k•l associated with ~· 
6.5.3 Mean Sguare Variation 

Instead of the pxtdicatea diacuased .in §5.5.1, we could increaae e to higher valu~a: 

Then the syatea will accpet figures for~ich the sum of the sguarea of the dl.fferencea of the N1 
1·1 and the n1 'a are bounded by e. Any patternclassification .. chine will be aenaitive to certain kinds of distortion, and lh.is observation hint a that it aight be uaeful to study such machine~, and 

.. 
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perceptrona in, particular, in terms of the~r spectrl~-distortion characteri•tics. 
Unfortunat~ly we don't have any good ideas concerning the seoaetric aeaaing 
of such distortions. The geometric nature of this sort of 11 iDVariaut noiae" 
is an interesting subject for speculation, but we have not inveatiaated ~t. 

6.6 Figures in Context 

For practical and theoretical reason$ it is interesting to study the 
recognition of .figures "in context," for ex~mpl~: 

t(X) = fa subset of X is a squarel, 

or 

y(X) = fa co~ected component of X is a aquarel, 
,or even, to begin to consider three dtmensional proj~ction proble.a: 

Y(X) = fX contains a significant portion of the 
outline of a partially-obscured aquarel. 
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The ex~ples show that there is more than one natural meaning one could 
give to the intuitive project of recognizing instances of patterns eabedded: in 

"contexts." We do no~ know any general definition that might cover all natural 
sensP.s, and are therefore unable to st~te sharp theorems. We do, nevertheless, 
claim that the general ~ule is for low order predicates to lose their 
property of finite order when embedded in context in any natural way. To 
Hlustrat~: 'the thesis we shall pick a particularly CODIJIOn and apparently 
harmless interp~etation: 

'fin context(X) = rt(Y) for some component, Y, of xl. 

It vill be obvious that the techniques we use can be adapted trivally to many 
other definitions. 

Intuitively, we would expect ti t t tc be much harder for a perceptron · n con ex 
since the context acts as noise and the parallel operation of the device allova 
little chance for this to be separ~ted. from the essential component. The point 
appears particularly clea~ly in the cases where f uses rejection rules. Tbeae 
cannot be transferred over to t1 t t for very obvious reasons. Similarly, n con ex -
we loos~ the stratification methods of Chapter 7 and, indeed,, ~st of o~~ 
technical tricks used to obtain low order representations o_f predicates. 
The next two theorems show how this intuitive idea can be given a rigorous 
form. It shoul4, however, be observed that no s:l.mple generalizat-l'ln is poseiblCI 
about the relation of y to ti t t since some y's become degenerate in n con ex 
context. For example, every set has a conn~cted subset of odd parity and every 
set has a connected component! 
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'l'beor• 1: Let a be a fialte square retina aad let t(l:) be 

t(X) • rx il ~ctly one horizontal line 
acroaa the reti~ 1. 

Then 'j 11 of _order 2 but tin context is not of finite order • 

.!!:22!: We leave an an exercise the proof that t as defined baa order 2. '1'~ 

show that tin ~ntext ia DOt of finite order we merely observe tbat- it la tlae 
negation of the naptive the one-iD-a-box predicate, t l. Let G

1 
1te tile 

m X m array of uaaha.ted point• diacuaaecl in §S.l. 'l'akin& t_.i• aa our rettM, 
the predicate t 1 asaerta ~hat there is not horizontal white liM acroaa. dte 
retina__. Ita Deptiye, ill the ac•e of §1. 7, anerta that there la • 

horizontal black liM. I iDee t 
1 ia not of finite order, tbe ara 1 •t of 

§1. 7 abova tut tbe ... ia true of ita nep~ive. ADd by r•••llll tlae 
precl~cate•a inequality .. fiDel the a .. e ia true for the deairecl 

t • fx colita:lna a horizontal line acroaa in contezt tbe retiaa1. 

rx 11 • bollov aquarel. 

Then. t!n context ia •t of finite order. 
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u r_J o rJ 

Proof: !he proof 1o -ctly the ••e aa the prerioua except that the "houa" 

or .horizontal li'!•• are folded into aquarea and -pped Without overlap into 

a larger retina. Asaill, it can be shorm that t itaelf to of fiDit:e oJ:der, 
in this case, order 3. 

lfote: An altemative proof •••hod ia to fold the lf!>ea of av.ttchf.ng el-ts , -
used in the Buffun conatruction for connectbity{§S.S). 



lft previous chapters we dlacuaa·ed the reco&Ditioft of patteras••claaaea 
of figues--cloaed under the transforilatlona of _. amup. Ve DOV tum to 
th~ relat~ question of recopbln& the !SUialeoc:e, UDder a atoup, of an 
arbitrary -~ of fisures. !be results below were surprising to ua. for we 
had supjloaed that such probl_. were DOt aeerally of finite-order. A uu.ber 
of questions r..aiu. opea. aDd tbe superficially polltive character of the 
f~llovtn& constructions ar~·clouded by the apparently enor.ous coefficients 
they require. aDd the .. aner in which t .AeJ iKr'~ae with the abe of the retina. 

B 
A 

* i.a presented aa two equal parts A •IDII B ...t ve aalt: is the fipre in part B 
a ri&id translation of the fipre ~.n part At llore aeoerally. is thue au 
el•et 1 froa -e &ivm aroup G of traufonationa for vbic:h I ia the re.ult 
of g operatin& on At lbat order pr~icatea are required to make such 
distinctioo_.t the reaulta of this chapter all derive fro. uae of a teclmit!U-e 
we call stratification. Stratificat~on .akea it possible. UDder certain 
conditions, to staulate a aequeatia~ process by a parallel proceaa. in which 
• All the t~ of this Chapter apply directly to perc~ptrons on infinite retinas; that is, without havipg to consider ~iaiting processes on sequence~ of finite retinas. 
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the results are so wei&ht~\ that, if certain condl~tona are satisfied. so~e 
computations wf:.U numerically outweigh effec:tl of othns. Tbe teclmique 
derives froa the folloving th~rea: 

Theorea 7.2: (Stratification theorea~ 

Let n 'Z {:t
1

• :!
2

, ••• , Jtj, ••• ) be a sequence of predicates and define. 
a sequence c

1 
•••• , cj •••. of classes by 

fhus lt is in Cj if j is the last index for which ni (X) is true. 
Let~= [~i} be·a family of predicates and let t1 •••• , tj' , .. b~ an 

o-rdered sequence of predicates in L(~} that are each bounded in tht" ;; ~n:;~' . "''t 
for each tj there is a line~r form with integer coefficients 
~ = E \l.j ~. - 9 such ·that j i l. l. 

and that there ~~ist bounds Bj such that l~j(X}I < Bj fo-r all finite fxl*. 
Then the predicate t(X) = f XcCj -.> tj(X) 1 obtained by taking, on ea~h Cj, 
the values of the corresPQ~ding tj• ltes in L(t•U), that is, ~~n b~ wrltten 
1:::. a form 

* The-pr~rf actually requires only that ~~j(X)j be bounded on each~· i.e., r-.,_ ... n-unifo~. :y. 

• 



I 

• • • " '\' •••• 

The pa~tlttan into Cj(lO. 

rta. 1 .2.1. 

Usui~iy it vUl be the caae that fo~ any finite lxl. X vUl UQ in Nt~ 

of the Cj. OtheNtae ve vUl be -1ntereated only in the valuea of ttX) fN.' 

xcUcf 
j 

The p~f ia by an lnductlve conatructton. Define 

nnd 



Tho bounds Bj •••uro tlto •xtatonco o( tho !lj 's. Nc"' wrJ.to u,. fot111ol •um 
S~lHit&t'l.\l by thta tnf!nl.tu pr-oc:Qss '$ 

nud vo wtu ohow 'thot t(JC) • I S(lt) > 0 i Tho J.nftntto stun ts wou •dofil'le<! 

bO<:ouso, stnoo ••Ch X h ln -• CJ, thoro Will bo on!) finJ.to ,..,., ••••• J.ottl(( 

wtth •••h· • J t•""· IASI: 1 t h oleor thot 1f X ls bt c
1 

th<r 

1 

• ! 

1 

so 

WCl• • I St(lCl > 0 1, INDUCTION: Aasumo that U X h in CJ•l then 

t(lt) - r SJ-t<lCl " 0 I. Nolt tho COOffJ.clonto ••• .l.ntosoro, •• if Xccj. ''J • 1 nnd 

l) U t(lt) then l) >: l 10 sJ ;, -~~ - ~~ + lM.J + l ~ l 

U) lf - t(lt) thon ~ " 0 so Sj ~ ~ • Mj • t'. 

,!ioro llary 1.!: The ord or o i t(lt) ts no lorsor thnn tho s "'' , • 1 ' :, • 

Thus the oonstruotton •••umos thot tho domotn of !(X) ,., ... ~. · '" . tJe.i '' ·'•' 

< la •••• by lt a tnt orsoottona wlth th~ d lsjolnt "•t ro 1 • , " L' . If' htn ••< h 

J st rn tum tho •njM j t """ noaat 01 d eo tolono "•do· on lo1,.r st r•,. • "" 1 • s t ht· 1 j 

t ost h po llod. tn • U opplJ.oat lone below, tho ~tra to r •pr. · •<nt • "'', . • ,. , 

l• .. , tho dJ.Horont poastb lo d ovtotlol\a o £ • ftsu<.~ fro:q • "nonu.•t" • ·., u,.,. 
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of ideotifyins a Hr<ure Ur5t by norulizina it jind tl!en by comparing the· normalized .i~gc with a prototype. 
It should b~ notco ~hat predicate• obta!ned by the u1e of thil theorem -will hflve enormous coefficients,. growing exponentially \or fa1ter ~1th the-strati1iciltion index j. Thus the r eault& .of thil chapter 1hould not be con_sidere4 of' practical interest. They are .. ,~e « theor~tical interest in showing something about the relation--or perhaH•· J!On·relation--of the str~ctut·e of th@ ~ransformation groups tcf the order of "ertain predicate• invaria~t .under tlio se grot,.ips, 

7. 3 ~lication 1: ·Seetry alons ·a Line 
-Let It"!" ~ •• , xi;· ••• be the pointa of an infir.ite linear retina, i.~., <XI <X < <XI• s . 

z: I 
Suppose -~:bat X is a figure in :R with finite lxl. We a11t wll~th~r the predicate 

* 
~ r X il syinettical under r~flection 1 

The im;portant thing is that the '1yaaetry c::enter is not sp~c:Uied. in 
advance, !lnd may o~cur anywhere along the infinite line! .If the t"eader Jt<J1 
any d:i.ffi!;~ltiy wlth 'this 8ect;ion, he =~~ui.d read § 7. 9 first. 
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it of finite order. 

We will "ttratift' t111 ~J fiDdlna 1equencea ~1 , ••• and f1, ••• that 
~!!ov ut to tett for t,..etr~, uliDI the follovi~~ ~rick: the rti•o will 
"~ind" tii~ two "apolata" of ~: •• e&da of the 'i " & will test the •)'lllil'=try .of _a fiaur~ for· -~he correapoa4i~~-.;p~ir of eDdpoint8. Our goal, then, is 
t{) define the ~!' 1 ~ tbat •cti 'qj will be the claa~ of figut"es with a certain pair of eaclpo~ts. 1'o do -~hll ve n~ 'i, . . . to be an enumeration of all ~~..-t8 (x8,~1t+4) for any .! ,..4· 'for any d :t O.r •lith the pr<?pcrty that any 'ter:a •(x~,x..,.> ~·~ follow ally tera (x ... a,x ... a+b) with o ~ a ~ a + b ~ d. ~~· clo f.DdMCl ai.•t IUCh sequeace1, a1 tthow in Fig. 7 .2.1-1. 

·"1 • XGXO ~ X., 

· -~ ~ xlxl • •1 

~3. Y.t: 
1r • X 1 4 -
"5 • X..oi"o 

"6 • x..-1"1 

• .. 
• 

aa4 it ca~ ·be ~- that . 

. 

-~ 
-1 
-1 
-1 
~2 

•; 

v 

~ 

.· 1) each •...-t otc:ua eteatually __ ' 

.. , 
•• .. , 

'"1 

' ., 
; 

. 
.;:. 

, ) 

0 
,_ 

0 I 
.. 
-

0 

I 

2 
I 2 

0 f2. 
rz 

0 

I . 
2 

~ 
" '1 l ~., 

' [J 
.q 3 

11) DO ••11•t 11 ·net: ~llowed., ·aMther that 11•• within it. 
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Therefore, if x
1

,xa>hl !!.! the extr-e left aDd ri~t points of X; then 

X will lie in precisely t:he Cj for that (x
1

,xftod). ~ ctef~ tj to be 

or; equivalently, 

d 
tj - r I; (x8+f.) (1 - xftd-i) ' 0 1 i•O 

d ~~owing t:hat it is a predicate of order ~ ~ich is bounded, with Bj < 2 . 
So, fisaally, application of the titratifi~tion theorem •bow• that 

tstK-bas order~ 4, 8ince the ;'a have order ~2 and the ·~·shave support ~2 • 
.7 .4 Application 2: Tranalation-Co!!ll'Uence alona a Line 

Let ••• , x8; ••. and ••• , y~, ••• be the points of two infinite lin~r 
retinas, i.e., - t» <X ,y < + 00: • t 

Let X be a figure COIIpOiecl of a part XA in the left retina and a part JB in 
the right retin&. Ve want to conatruct tTIA1:S(X) • rthe (finite) pattern in A 

- is a tranalat~ of the 
pattem in Bl. to "•tratif.y" tTIAIS ve ~ve to fiDd a sequence "i that allows us to 

test, with appropriate t:i. '•, whether the~ aru! B p&~ts of X are conaru~t. 
We wil'l do this by a .ethod like that usMcl in 'f'7 ;2.1 but we have now to handle 
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~t 18. ve Deed a sequence of n j s that -...rate all •u.dnpl.M ill 8Ucla a way ~bat a ~igure lies in C j if and only if tile _.,.Uta of it• A ad B parta at:e precisely the corresponding valuea of x
8

• x ... 
2

• Jt _. Jt+d;Y• !here does 1Ddeed exist such a sequence (! ~ ad oDe caD N ._._. ,. the •
1

• a of f 7 .2.1 as follows (the reader mi&ht try ~ fiad OM •trelf): 

Def!De •jk to • tile fou-"tnt ... k obtaine4 by 

tha~ ia. W., ~•U. acconilll to.! ~ pointa of A and according to j t~"'O poillta of •· fteo•at:lf ,....,...ce r~rea u. to enuaerate all ttij 's u11der the CODtitioa ·tJiat • •u ca lprecede aay "cci if both a ~ c and ·b ~d. Auaolatiae ia: 



~ 

.. 
4'V 

"" < 

1 

-~-

J • 3 --.. ~ ~---
·-' 2 l 

2 
l z 

3 I 
3 2 

3 
2 .3 

3 3 ,. 
• .. " -2 

t 3 
I t 

2 • 
3 .. 

5 
t • 

s 1 
s 3 
5 f 

' ' s 
1 s 

l 5 

nu; 7(21' .12, "22; •]1' ·»· •u· .23' 2(33; J(41' .42, "43' .14' .24' 
and for the ·~-" 'tala ill thia a~e, a appropriate predicate t (jk) 

t(jk) Ill rthe ....... defined '!>' "J aDd '\ have 
the ~ lenath•, aDd the x' 8 aDd 1' a 
ill tboae intervala have the= ·aiae valuea 
at correapondiJaa pointal. 

••• r 

18: 

!hi• ia an order 2 predic:~~te, and boUDded (by the aepaent l-ath a). !he 

1t j '• DOW hav' aupport 4, eo .t!IAD 00 baa finite order ~ 6. Actually, bavina 

fouud both eztr- of XA' it ia neceaaary only to find .2lll. end of ~· 80 ·a 

slightly differ•t 'COUt~tion uaing the •thod of §7. 9 lbova that the order 

of tTIAIS ia ~ S. 
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7. 5 Application J. TrMWalat:ion on the Plane. 

'i'he ~~ethod of appUcuti_on 2 can be .applied to ~h~ probl~m of thu two-dimensional tranalations of a bounded portion of the plane by using the 
f~llowin~ trick: 

Let each copy of the ratiaa -be an (mw m) array. Arrange the S\tuares into a sequence {xi} with the square at (a,b) having index ma +b. In ~f~~ct, we treat the retina as a cylinder and index its. squares so: 
...... . 

1 -3 ... s ~ ,. 1 
"'311 /1 

' 7 ' ... "'• ., 1~ 
tO /• ) It~ jl 

) ~ 1,. ,lilr~ 

This maps each half of the retina onto a line like that of applicati~n l in such a way that for ltaitad translations that do not carry the figur~ ~ o~er the edae of ·the retina, traaslationaton the plane are equivalent ~o translat~ons on the line-,: and an order-S predicate can be constructed. In § 7.6 \.re lo~ill show how the ugly reatriction juat :laposed can be e~iminated f 
Application 4. 180° rotatiog about ugdeter9in~d poi~t on the plane. 

With the s•e ldDd of restriction, this -predicate can be constructed (with order•4) from'applieation l by the same route that derived application 3 from appiication 2~ S:lailarly, we can detect reflections ~bout arbitrary vertical axes. 7.6 Repeated Stratif~cation. 
' in the conditions of the Stratification Theorem, the only restriction on the ~ 'a is that they be suitably bounded. In certain applications, there is ~o 

j 

' t 
i 

. I 
, .... i 
'Pi 

I 

I 
j . . 
l 
I ~ 

I 
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re~so~ the ; j 's che.aelv~ caDDOt be obcainecl by stratification. This b 
particularly eaay to do: vften the support of +j is finit~, for then boundedness 
is t..ediate. To illuatrate this repeated s~ra~ification we vill _proceed to 
r.ove the finite restriction in Applicatio~ 3. of f 7. 5. 

First enu.erate all the points of each of tiio infinite plane retinas A· and B 
according to the more or less arbitrary pattern: 

1·~2 . -··-- .... 

I 
to obtain two sequences x1, ••• ,%s/• ••• and-~1 , ••• , \ft• •••• 
We had a similar problem there, only now it is a two-dille~ional version. 
Now we will inv~ke precisely the saae, enumeration as in 7.4, but defining 

• 

Then C(jk) is the class of pairs of fiaures whose hiaheat (in the x-enuaeration) 
point of XA is xj and hiaheat point of ~ is yk 

,---------
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We a.tteel only a (bouadecl) •(Jk-} that decidea whether XA h n trnn~l:nte of "a for figurea ~a. CJk But tba fiaurea in Cjk all lie within bounded portion• 
l 

of the planes, in :fact within aquarea of about [max(j '") r~ on a side around the origins! Within such a ·s~uare- or better, within one with twice the 4imension~. to aV9id "edge-effects" - we can apply directly the res~lt of application 3, Chapter 7.5 to obtain a predicate •(jk) with exactly the desired pr~perty, and --with- finite support! The r~ultina order is ~ S + 2 • 1. (We have another slightly fallacious C:outructio!'J. that yielda order-4, so-·we t;uppose the true value to be,soaewhere in between). The same arguments can·be us~d to lift the restrictions iu 8pplic-&tioa. 4, Chapter 7. s. 
1.1 Application 5. The Axia-parallel Sguarea iu ·the Plane 

.We diareas a ~~t to apply the Mtliod of the last section to sr..o,., t:h-J.t the predi~te ;~(X) • f:i is a solid (hollow) axis-parallel squar;l , (that is, of the fora auywbere iu the plane) has order ~ 3 • 

, . . " • 
, . • • 

(We consider this reaarkable because iuformal arguments, to the effect that two sides must be ca.pared in leaath while the iuterior is also tested, suggest orders of at leaat 4. The· result was di8covered and proven by another method by our student, Jvhn White). 

We -enuaerate the points x1 , ••• , of a single plane, just as in § 7. 6 and simply set 1f ~- • x j. Then C j is the set of figures whose 11highest" point is x j. ~ 
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If X is a square. the situation b like oue of the cast!a ahoWi1: 

• •· I 
I 

We the~ construct. ~j by stratifying as follows: Let· x{. ~· ... x!j be the finite sequeuc:e obtained by st:eppiq into ~he spiral fisure orthosonally fr~ ~}" Define n{ ~ x{ so that cf wi+l contain all the squares of leQath i on a side that are "stopped" by xj. But t\ere is only one such square, call it sf. ·so to complete the double atratifi~ation we need only provide predicat~ ;{ to 
recognize the squa~a S~. But this can be done by 

which is of order.•l. f'' baa ~~der ~3! 
Q.E.D. 

7.8 Application 6. Piaurea equivalent u~~r Translation and Dilatation 
Can a systa. of finite order recognize equiva~ence of two arbitrary figures under translation and size cha~$~1 
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.~ 
Some reflection abo~t ~he reault and methods used in f 7.6 a~4 7. 7 will auagest that ~~ have all the i'Dgredients, for 7.6 shows how to handle traulation, and f 7. 7 ahowa how to recoanize all the translations aDd dilatatiou of a particular fipre. Nov dilatation involves serious coaplicatio~ .~t!l tolerance and ~eaolution l:lllita, ·in so far as our ~heory is sti~l -baaed on a fixed, discrete retiaa, ancl wo do- not want to face i:ri"!:. -~~oblem squarely. None. tbe less, ~t: is, .~ctt'lt'~ting , ~h~t .the . aes~J;ed property can at least be a~r;.·~.c~&ated with finite .J.!. ~ .. ·-:.-, i~ .~' intuitively suggestive fashion.. (\ole do not ~hi~ that a ~~~~e appro~tion can be ~d.e ~tr the case of rot•tioninvariance, bec~use the ~~~~1~ there ia of ~ different kind, that cannot be blamed on the discrete re~ina. Rather, ~t ~ ~~~8use the transformations of a rota;ion gr~up cannot be simply ordered,_ ancl tMs "blocks" stratification-like methods). 

Our aethod begins with the technique used in f7.6 to find predicates 'II' (jk) that "catch" the two figures in boxes. Then, just as in § 7 .6, the problem is reduced to fi~ing predicates ~(jk) that need only operate within the =boxes of fig. 7 .'6-1. We construct ~he f (jk) 's by a brutal meth,d: within each box ·~e uae the simple enuaeration of points described in Chapter 7.5. Then we stratify fou~ times {!) in succession with respect to: 

• 

. , 
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(1) x • tdput aDd lefmoat point of A 

(2) y • t.tput aDd lef~at point of B 

(3) x' • lovut sad rip moat point of A 

(4) y' • lowest aad ripmoat point of B 
We will need to define predicates t!Jk>x' , for this. If the tvo wctt\rs .... y, ,y 

-x~_ -; --- -y->> and x' - y'-; do aot_ have the 8Ulf:t direction we set t • 0; otherv~ 
+ 

we need a ~ to teat whether or aot for every vector displace.eat v 

+ y+v x- x' x+=-.....;:;;;":.-
'1- y' 

+ 
v 

and this is :an order-2 preclic:ate, lea4ina· fiDally to total order ~ 2 + 4 + 2 • 8. 
Of course, on the discrete retina the indicated operations on vectors vill lte 
ill-defined, but it se- clea~ that the result is not vacuous: for eu.ple, a we could ask for recopition of the case where ~ is a translate !!! - 1Dteaer
multiple of XA in size, with each black square of XA -uppioa into a corr•poad1qly 
larg~r square in XJ· 
7. 9 Application 7. Equivalents of a Particular Fi&ure 

In conatructiD& ; for application S, we noted t~t one c:u alva;. coaatruct 
an order-1 predicate to detect precisely one pa~ticular figure X

0 
(b1 '~iDa 

r~J+!; ~ • iJ). It follows that if ve can conatruct a atratf:fication ~t~. ~~lo 
{w

1
} for a group G such that for all gEG 

then we can recognize exactly the G-equivalenta of a given fiaure ·X
0 

(vitb oae 
order hiper ·than the order used by the ·atratific~tion w's)·. This is 
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sugsestivc of a •chine tblt "pre-pr-ocesses" th~ figur~s by brin&ill¥ thea into 
a Nor.al Fora. lor tbla case our &ent!ral c:onatructlon method takes 11 very al.-ple 
form: 

Caulder a particular f~ure X
0 

consisting ~f the ordered sequence of points 
{xi • ..... xi } on the half line 1 p 

. 
ignoring for the ..-t poiJ!t~ with neaative 'indices. Then, except for 

'»e<~ge-effect~" ve obtain a predicate of order-2 that recognizes precisely 
:t'H~ -translates of X • Nat ve observe that there is really no difficul:l:y 

0 
in extending th:ti to the two-way infinite line, for we can en•erate the 
~i • a in the order 

• 

~ 

) ~., f»-1 ""1 ». ~.1. -r~~ ··~3 
I 

••• ... 
'11'il111 '11'7 

. .. .. ·l 
... & '- 1r.,., 11-& 1f; 

). 
'~ 

so that if a fi&ure ends up in class c2j we will have found its leftmost point 
_x-j and if it is in a c2j+l we ~~11 have found its right~ost point Xj. In either 

· ~ - .. ~.,. :.t-;·· -
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taae we cu cooet~uct an. •Pl'~optiate ~. Hence, Uual~y, ve aH that tMto exists for any aiven ftau~• X
0 

a pr~icate of O.~er-~ that recQiai~ tctCilelr the linear tranalatiou of x(). and the~· 1a no probl .... alaout IMMaM••• '··~~· all t-auppo~t· are finite. 

7.10 Apparent" Parae! 

Consider the cue of X
0 

• 

We have just ahowu tbat there exiata an ord~r •2. • that ac:cepta• ja.t a. 

:· .. m II 
\1. \<-.... 

n-tuple diatributi~n apectruu <••• Cbaptera 6.2 and 6.5) up t~, o~ll ~ has 3 points. and each baa 1 adjacent pair, 1 P!ir tvo units apart .... 1 ,.tt 3 units apart. naerefore, if a-ll aroup-equival•t +'a had· tH .-. ......... • "rd~ ~.,3. perceptroa would be Medecl to diatiaautah thq. 'nlu_a lf ve cod• apply the. arqup-invariaace theor• ve would in fact ,obtaiu a pnof tut a perceptron of order-2 c&D. 4iatiuautah between th .. e. Tbta would k • ceMIIIIIet._l What is v~~t the auver if ~that the aroup-invartuce theona uo. •t Sa 11111d apply to p~ecttcatu invariant under inf~nite aroupa. Whea a aroup ia f_ia&hi' ••••• c;yclic? aa in the toroidal ·apse" we have ~~uide~ed fr~· ~~ to ti•, - -always ,uae, the aroup:-invariaDCe theor• t~ •n equal the coefficiea&ll of ...s•&lll ~ 's. But we canDOt .use it toaether with •tr~t.~fication, t9 coutrucc o- 'r.IICMe on infiuite.aroupa • 

. •':-t :..· ~itb .. infinite aroupa we can use atratificat~~n for ilonalia!.a, '"-t .... we ~~st~~•c• th~ poaaibilit1 of aettiai unboucded coefficieata vithift .. ~•~ . -· !1-

·~ 

I 
I 

·l 



+'•: thea the aroop-avoraa~ oporatto .. do IDt, tft a ... ral, ~. ,.._ 1111 . 
be shown •• a thtor-. in Chapter 9.4. 

7.11 Probl-

11. n~:~~~>er of lt- of -~•-ttaattoa an tatr....._, "'!at a. ... .._._ 
be-ea the poaotble otratUtcatto .. , t .. liiiiUa. , .... , .. ....,., ... a~Mfttc 
dOcoopoattto .. of the aroup;iato aoa-cr~ltc ._..,_liC facto .. t '-r .... ..._. 

~f predtcatoo can tho aroop-towart..,co thoo.._ ito OORMiod 109 iefialte IIi 111 

What predtcatea have bound .. coofficteate ta ...... ut~·, .... •laae, ew a. .... 
doareo? Under what condtttou do the "aoftal•fOilo otrattft-.ia..• al 

We •uopect that tblil •Y be tho r-• ,. uwo ..... 109 ..._. ........ if • 
appltcatioo 6 to the full lucltd~a S~rtty ...... tle&.IUa teta&S... 
a..,.rg ~ ' 

1. For a loll& u .. we t:bo .... t that .. ut.,.l-• p~, lille till& a1 

f 7. 5 Olld f 7. 6 vera aot of ftatto ordor. ltrattftCII&tle - -...a..-., 
2. Stratified prodtcat .. probably are .-,_tcally ...._......_ ....... a1 

h••• coefftctento. We have ao .. thott for ft,..Ua 1- ........ , ._ tt .,, ... 

that the COifficiODto arov JIIQr Qep rmssz t1e!!l111 I, S. .. lftl, 

3. II. ot~attficattoo oe... to corr .. ,... iOD a aerial .... a.. ... , .,....._ •. 

~equeatialll upon the ftauro, With a ........ of ,..., tr ... t .... es.. a1 11 .... 

until •- opectal event occuro, o:Jtlb1Uh1Da· ito -.rlbtp 111 'CJ' .... .,_ 
~··"!'· ...... 

. . 

'·. 



THE DI~'l'ER-L Y!ill_D l!ERCl.W'rRON 

s.o 

In. th1s ch<?pter we discuss the iJbwer and ~imitations of the "diameter-limited" perceptron~: tlf6se in which each $ can see only a circumscri~>ed portioP,. ~f -~h~ =~tina R. 
We c~i~ider a machine that s~ th~ weighted evidence a~o~t a- yift~re obtained by, experiments: +i each of which report on the state of affai~; -;Jithin:.a cfrcumscribed region of diameter less than .or eg..sal to some i<m..U~2" That is, Di~meter (S($))· < D. We suppose also that in a .pra'ctical sense D !~ small col!lpai~ed with the full dimensions of the space R. That is, D shouid be small enough ttat none of the +'s cari~ see the whole of an interesting figu~e (or els~ we .would not ·have an effective limited-diameter situation, end theT~ wou~~ .b~ no !interesting t~eory) but D should be large enough that a $

1 has ~ ·: h<lnce to detect an inter~sting 11l'ocai feature" of the figure. 8.1 Positive~ Results 

He will ,cons~der first some t;bings that a diameter-limited pi:rceptron can recognize,, and then some of the things it cannot. 8.1.1 Uniform Picture 

A diamet~F-limited percept~on can tell when a picture is entirely black, or entirely white: choose cjli's that~ the .retina in regions (that may :overlap) and ~1efine 4>i to be zero- if and only if all the points it can see are ·.:tl. ite. Then 

l: ~i > 0 
if ~nc picture· has one or more black point~, and .not if the picture is blMnk. 
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Sillilarly, -we could define th~ ~ i' s to distinguish the all-black picture froc al;\. others. 

These patterns are recognizable because of their "conjunctively loc;.~~" ·~aracter (~ee Introduction): no ~-unit can really say that there is atrons ~vidence that -the figure is all-white (for the~e is only the slightest correlation witl~ this), but any ~ can· definitely say that it has concluive evide~ce that the r~cture is ~ all white. Some interest~ng p~tterna have this charac~er; that one can reject all pictures not in t~e class becauae ~ch must have, somewhere or other, a local feature that is definitive· and can be detectea, br what happens within a region of diamet~r D. 8~1 ~2 Area Cuts ' -...---

We ~~n distinguislt, for any number~. the class .of figures whosE 3raa ia greater than S. To do this we define a ~i for each point •to be l l if that point is black, 0 othe~ise. Then 

is a recognizer for the cluss in question. 
8.1.3 Non-intersecting Lines 

One -can say that a-pattern is composed of ~on-intersecting linea if, in each small region, the pattern contains at most one li~e-segment. If we .. ke each ~ have value ·zero when this condition is met, unity when it is not, 

2 ~i > 0 
will reject all figures not in the ~lass. 
8.1.4 Triangles .and Rectangles 

We can make a dianteter-limite.d perccptron recognize the figure& cons~fltting 
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of exactly one triangle (ei~he~ solid or outline) by the- following trick: 
We use ~ kinds of ~'s: the first has weight +1 if its field contains a 
vertex (two line segments me~ting at an angle) .. , otherwise its vallte is ze&"o. 

A Tbe second kind, ~i , has valhe zero if its field is blank, or c9ntains a 
line ~epent, solid black area, or a vertex, but has value +1 if the field 
contains anything else, including the end of a line segment. Provide enough 
of these +'s sp that the entire retina is covered, in non-o, ~~lappint fashion, 
by both types. Finally ~ssign weight 1 to the first type and a very large 
_positive weight W to those of th€ second type. Then 

A · 
E ~i - WE +i < 4 

will ~e ~ specific recogn~zer for triangles. (It will, however, accept the 
Y~nk ,picture, as well)-. ~Similarly, by setting the + 's to recogni~e only 
right angl~s, we can discern the class of rectangles with 

A few o~her geometric classes can be captured by such tricks, but they 
depe~d on curious accidents. A rectangle is characterized by having four right 

1\ angles, and none o£ the exceptions detected by the • 's. t - In f 6.3.2 
we did this fo~ axis~parallel rectangles: for others there are obviously move 
seri~us resolution and toler~nce problems. But there is no way to recognize 
the squares, -even axis~parallel, with diameter-limited +'s; the method of f 7.2.5 can't be so modified. 

* Of. course, this won't work when a vertex occurs at the edge of ~- ~-support. By ~ui~~blc overlapping, and assignment of weights, the system· can ~~improved, but 1t w~ll ~lways be an approximation of some sort. This applies to the definition of "line segment/ etc., as well as to that of "vertex." !;ee 1 8.3. 
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a~l.S Absolute Template-matching 

Suppose that one wants the machine to recognize exactly a certain fig~re x0 and no-other. Then the; diameter-limited machine ca~ be made to do this by partitioning the retina ~.nto !:egions, and in each region a '-function has_ a 
value. O if that part of the retina is exactly matched to the corresponding 
part of x

0 , otherwise the value is 1. Then 

if.and only if the picture is exactly x0• 

Note, however, that this scheme works just on a particular bject in a particular pos~~ion. It cannot ~e generalized to recognize a particular object in any position. In bet ~e show in he next sect:f.on that even· the simpl"--t figure, that consists-of just one point, cannot be recognized independently of 
posi~ionl 

8.~.1 The Figure Containing One Single Black Point 
This is the fundamental counter-example. We want a machine 

to accept figures with area 1, but reject figures with area 0 or area g~eater than 1. 

To see that this cannot b~ done with diameter-limiting, suppose that 
-{+i}, {«i} and a have been selected. Present first the blank pi~ture, x

0• 
Then if f(X)•t«i+i(x), ve have f(X0) < e. Now present a fi~yr.e, x

1
, 

containiug only one poi~t, x1 • We must then ·have 
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The chan1e in the sWil •uat be due to a clumge ·in the values of lit'llte of th~ 
+'•· In fac~, it must be due to chanaes only, in-+'• for which xtS(~), since 
DOtbing else in the picture has changed. In any case, 

f(X1) - f(Xo) > 0. ·(1) 
Now choose another point x uh;ch is further than D away from x. Then .uo 
S(~) can ·contain both x 1 and x2• ¥or the figure X2 containing only x2 we 
must' also have 

! 

(2) 

Now consider the !igure Xi 2 containing ~oth x1 and x2 • The additio~, to x2 
~f the point x1 can affect 9nly ~·s for which XES(t), and these are ~hanged 
exactly as th,~y are changed when the all-blank picture Xo is changed to the 
picture xl. Therefore 

and by (1) and (2), 

f(Xl2) > e 

-but we require that 

f(X12)' < e 

Remark: ·Of course, this is the same phenomenon noted in Chapter 0.3 and in 
Chapter 2.1. And it giv~ the method for proof of the last statement in 
ChaJ?ter 8.1.4~ 

8.2.2 Area Segments 

The ~iameter-limited perceptron cannot recognize the class of figure• whoae 
areas A lie between ~o bounds At ~A~ A2• 

I 

I 
I 

I 
! v (;~ 

i 
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Proof: this follows from the aethod of §·s.2.1, which 1a a apec:ial cue' of 

this, with At • 1 and A2 • 1. (But u8ing the .. tbod of / 1.4), 

example (vii), this recognition is possible with order 2 if -the d~t..ater-
limitation is relaxed). 

8.2.3 Connectedness 

The diameter~ltmited perc.eptron cannot deci~e when the picture 1a a 

single, connected whole, as distinguished froa two or aore dhcODDected piec•. 

At this point the reader Will have no difficrlty in Hein& the ~omal c:orrectaeu 

of the proof we gave of ~his informally ~n C~pter 0.3. 

~Proof: consider the fotir pictures 

~·-··. §] 
~/ I ) . 

X01 Xso Xu. 

Fig. 8.2.3 

and suppose that the diameter D is of the order indicated by the dotted circle. 

Now figures x01 and Xio are connected, but x
00 

and x
11 

are diaconnected. 

~uppose that there were a. set of +'sand a's and a~ t L(t) for which 



' t 

-7-

• cbat &Me• four fiauru vue correctly separated. But then. juat .. ia the 
previous ara--t ve voulcl have for all +i• 

'-• as the tvo daaa&!Da, r .. lou are 110re thaD D apart. hence 

coatradictill& the s~par.atiOD requireMDt. 

a.3 .m .. ~~~~~~~~~~~~~ 
Ve -oherwd in f 6.3.1 that co~ty baa order 3, ~ut tlult the 

~-t~tioD; uiMMl there would DOt cKJ:J over to the cliallater-liaited cue 
ltecaUM lt voulcl aot reject a ftaua with tvo widely separated coaavez ca .. aa•ta• 
OD the other bad. f 8.1.4 above how a diaeter-l~tecl pred~-cate can 
captul'e so.e particular coav~ fipru. 'l'be latter coutruction aeaerall._, 
but 1uU ilato serious probl-. about tolerance ud. really. illto queatioM 
aout cllfferuatiala. 

S~• tbat ve clef 1M a ~t.etar-lillited faaily of preclicatq t c ual111 · 
t!aa foJ.1oriaa i~ea: Cbooee ~ t>o. Cover 1l with a partition of aall cella cr ro~. ueh lllte .. r k defiae .jk to be 1 if c_~ contaiu an "ecla•" with 
~ia-clireetion >~ ud othervi8e +jk • o. 

<· 
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Now consider th~ "J.ntegral '' 

c The Contribution to the .,., of each ae-t of cune .will be £ • :; " c 

where c is the change in direction of -~he segaent, hence the total •• 1a 

the total "curvature" or, rather, the total fcurvaturef. Finally we clata 

that we can "realize" ; convex as 

because the total lcoinaturel of ""Y figure a1111t be > 2lr IIDd Ollly (IIDd all) 

convex fiaures achieve the equality. We iguore fiaures that reach the edae of 
the:--retica. aDd such aattera. ·. ' 

A siailar ·arau-nt can be used to construct a predicate that uses tJae 
sisned curvature to realize 

G(X)< n 

the functions of the Euler cJJaracteriatic, .aince ~bit invariant ia J•t- the· 
•, 

total sianed curvature divided by 2w • 
.. · ........ 

.. . One ~~ul~_go on to·deacribe 8Dre aopbioticate4predicatea that claaotfy 

figures ,by properties of their "differential spectra.·~ 

However, we do not pursue this because these o~ervations already ratae a 
".r 

number of serious questions about tolerances and appr9xiaationa. There are 

probleaa about the unifo..tty of the cover!-,., theWiies Of • and the d~~er-
liJilited cells cj ,.,and probleM ·.'ft .· .... 

. ... lJ. . .. 
: •"' ~ ,. "·"" •' w • 

•. 

- (;· 

·F·'t~ 

, 
I 
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abobt the Cuoulative errors In •uoataa 80&11 app~te quoatitieo. C.rblialy 2 

within, the E + R square up de..:ribid ~ Cbapter 5, or aDJ'tidDc lilre it, a_U 

such predJ.c:ates will sit_> peoullnr rMulta ...._ the dta.Rter cella are DOt 

larse co.porec1 i:o the Ullderly:lns ... h, or -au COOpered to the relwat 
features of the x• •• 

For -le, we can reprd the reco8Ditioa of_ rectaaalea, .. ~ 1~ 
Cbapter 6.3.2, aa a pure artifact in thia -text, boca- it.., dapoijU 011 

the-· 1'he description in Chapter 8.1.4 of ...,thar fo,._of tha- predicate 

ia WOrdad in such a way that oDe COulcluJce reaaOUb]~ '.PPr-tiou, withia 
reasonable size ranges. 

t;f' - ; J =-
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CHAPTEr.. 9: MAGNITUDE OF THE COEFFICIENTS 

9.1 Coeff~cients of the Parity Function ~PAR 

In 83.1 we discussed the predicate ¥PAR(X) = fjxf is an odd nuaberl 

and showed ~hat if ~ is the set of masks then all the masks must appear in 

any L(~) expression. One such expression is 

1f (X) = fL:(-2)jS(l!i)jl-l (X)< -11 
PAR i 

uhich contains each mask ui with coefficients· that &row exponentially with 

the support-size of the masks. We will now show that the coefficients 

must necessarily grow at this rate, because the sign~changing character 

of parity requires that each coefficient be large enough to drown out the 

effects of the ~ny coefficients of its submasks. In effect, we a~1ow that 

YPAR can be r~alized over the masks only by a stratification-like*tec~niquet 

So suppose that we have 'l'PAR =· f D='til\ > Ol • Suppose also that the group .. 

invariance theorem has been applied to make equal all a's for l!'s of the 

sam~ support-size, and suppose finally that the discrimination of YPAR is 

"re~iable," e.g., that :Eail-li ~ 2 for odd :parity and Dlil!i ~ 0 for even par

ity. {We use "2" instead of "1" to. make the proof slightly neater.) Thea 

we obtain the inequalities 

a1 ~ 2 

a2 + 2a1 ~ o 

a3 + 3a3 + 3a1 ~ 2 

. . . 
* But not by stratification itself, because the order cannot be bount.~d. 
Ip this Chapter we return to finite IRI spaces. 

.. 
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if n is odd 
if n ia even 

Subtractina successive inequalities. we define 

Dn • T ("il) 01 - r (~h 
- "~· + r ft;·)- m1 "1 - "~· + r Ct~~> "1 

n 

• ~ (~) Cli+I 

,o that for all n. 

Uaing these inequalities. we will obtain a bou~d on the coefficienta 

{mi}. We will sum the inequalitiea With certain poaitive weighta; 

chooae any M > 0, and conaider 

r (:} r(-l)i Di _ 2] ~ 0 

Then I-{~) (-1)
1 

Di ~ 2I (~} • 2Hf.~ 
0 0 

. J 



so we have; 

• K K 1 (_ 11 _ _ \ /_ Kl ) 
I I - <-t> ~~ \iu Ci-k>t1 ~ 11 CM-t)t 

ktitO i•K 

M 
. I 

-
• 

lt•O 

( 
(H-k)!: ) 

j! (M-k-j) I 

I (M) (-l)k (1-l)M-k 
k•O 'it+l k 

• ~~ (-l)M 

~eorea: the-ratio ·f t~e l~rgest coefficient to the smallest coefficient 

of any ... k must exceed' 

2 

M-1 • 2 

These values hold for the average, so if the coeffieients of each type are 

not equal, some must be ~ven larger! This shows that it is impt'acti·c:al to 

use-~sk-lilte +'s to recognize parity-like functions: -even-if one -could 

afford the huge number of +'s, one would have also to cope with huge ranaaa 

of t~eir coefficients! 

--~""""-i 
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Remark: This has a practically fatal effect on the ~ ~reaponding 1 .. rn1na 
machines. At least 2IRI instances of juat the maxiaal pattern ia required 
to "learn" the largest coefficient; actually the situation ia far vo~aa 

because of the unfavorable interactions with lower order coefficients. It 
follows, m~reover, that the in~ormation cap~city necessary to store the set 
{a

1 } of coefficients is greater than that needed to stor2 the entire aet 
of patterns recognized by ~PAR - that is, the even subsets of R. lor, any 
uniform represent~tion of the a

1 's must allow IRI bits for each, and since 
there are 2IRI coefficients the total numbr- of bits require~ is Ill • 21 11. 

On the other hand there are 21RI-l even subsets of R, ~~ch repre~entable by 
an IRI-bit s~quence, so that IRI • 21RI-l bits would suffice to repreaent 
the subsets. 

It should also be noted that lllpAR is not very exceptional in tbia reaard 
because ~he positive normal form theorem tells us that all possible 22IRI 
boolean functions are linear threshold functions on the set of maska. So, on 
the average, specification of a functi~n will req~ire 2IRI bits of coefficient
information, and non-uuifoimity of coefficient size~ would be expected to raiaa 
this by a substantial factor. 
9.2 Coefficients Can Grow Even Faster than Exponentially inL~I It might be suspected that ~PAR is a sort of worst case both becauae 

(a) parity is a worst function and (b) masks "' lt · a worst ~. In fact the 
masks make rather a good base because coefficients- over masks ne~er have to 
oe ~iirger th'lll la11 • ils<Pi>l, as can be seen by expanding an arbitrary 
predicate into positive normal ~orm. We now present a new predicate ;EQ' 
togeth~r with a rather horrible t, that leads to worse coefficienta. 

---~ ----
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Let R be a set of points, y1 , ••• , yn, z
1

, .•• , zn and let LY
1

] and (z
1

} 

each be enumerations of the· ~ subsets of the y's and z's respectively. 

Then any figure X c R has a unique decom~os~tion·C ~ Yj U ~· 

We will consider the simple predic~te +EQ: 

which s~ply tests, for ~ny figure X, whether its Y and Z parta have the aaae 

positions in the enume~a~ion. The straightfo;ward geom~t~ic ~-.plo- is that 

i~ which the two halves of R have the eame form, and Yi and Z~ ~re 

corre1ponding eets of y and z points. 

We will construct a very special set i of predicates, for which tiQ 1 L(t) 

and show t~at any such realization must involve incredibly large ~effici~~•! 

-We want to point out at the st~:t that the 2 we will use was -deaign~ for 

exactly this purpose. In the case of +PAR we saw that coeffici~nt~ c~n g~o~ 

exponentially with the size· of jRj; in- that case the~ ~as the 4~: ~f ~5k~~ 

~ natural set, whose interest exists ifidependeritly of this probl~. To eho~ 

that there are even worse situations we construct a i with no other in~~~e•~ 

than that it gives bad coefficients. 

We will define ~ to contain two types of predicat~s: 

ti'(Yj U Zk) -
~1 (Yj u ~>- • f(j ... kAi • k)v(j = k-1/\i < k)l 

each-defined fori= 1, ••• , 2n. Not& that jS(1
1
) I= nand js(~1) • ~n 

' ;, .. ~ 
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-Fh.vt we mu~t show that ~l:Q t L(t). But conlider ttle propo1ed fo'-z 

Caae I: j ai k 

Thcu '41)( ~ l and Xk • 1 hence .p~Q ... r2k (1 - 1) ~ ;J-• 1 

C~ae II: j ~ ' k j ~ X - 1 

Th-.2<1 oa{Ly ~k ~ 1 an'd ; ·• f";k <11 • o 
IQ 

Case Ill: j '" k - 1 

Th<!n .pk 1· • 1 und X:t Iii 1 for i .. 1 •••• • k - 1. 

'So 

~ • ~~" _ kr~ 21 <~l • :~ <~- • o 
EQ 1:1 

and the p<edfcatc holdil only for the j • k c .. e, •• it ohould. SO •

14 ~s indeed in L(t). 

Now :we e!itabUsh bounds on the coefficient•. Conatder any expr••Soa 

~l«i • r i "i xi + l a! ~i > :;,' 

for aets yk zk we aot "k + '\ > e + 1, ~are 'I• .,,,. ISUa• teve•e, 
and for Gets Y~_1 vZk ~e get 



, . 
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We c~n set a • 0 by subtracting it from every B, ~ince ju.t one 8 appears in each inequality. 
Then a1 ~ 0 and a1 ~ 1. Then, since 

j-1 
we have immediately a2 ~2, a3 ~4, ••• ,aj ~2 

SiAQe the index j n 
2n-l runs from 1 to 2 , t~e hish~st a must be at least 2 ~tmee as large as the initial separation term· {~+ a1>-a1 • a1 • This incredible growth rate is based in 9art on a mathemat;cal joke: we note that an expression "j .. k" equivalent to that for ljiEQ appears already 

'\'• ~ i 

vit~in the definitions. of the Xi's, and it is there precisely to not-quite-
';!(-:'-' - • 

fatally ve~ken their usefulness in L(~). Thus, one can not conclude that th~ ljiPAR result is just due to the poor choice of the set of masks for it& t-base. ·(Problem: find a ~ that makes the coefficients of ljiPAR grow like · '· ' 
2 jR I· const~_ut. 

. 2. • .So~~tion in Chapter 9.3). -- . . ... 

Ironicall~, f ,we write lj~EQ in terms of masks we have 

· . • the coefficients are very small indeed! 

Problems: In 9.1, ~ has 21RI elements and ljiPAR requires coefficients l~ke IRI ~IRI 
21•1 

2 • In 9.2 t has 2· elements but the coefficients are like 2 It is possible to make ~·s with up to 22IRI elements. Does this mean =tnere 
21RI 

1
· are ljl 1 s and ~·s with coefficients like 22 ? {We think not. See ·9.3). 
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Can it be shown-that one never needs coefficient ratios lar,.r ~ 
21•J for any +? Make aore p~ecise the relations betWeen c~ff~ciat .... 
and ratios. Can it be shown that the bo\iDCla obtainacl by ~U!Idal ilateed 
coefficients gi~e bounds on the precisions required of arbitrary teal 
coefficients? Can ycu eatabli6n linear -boUDda for coeffici.ata fer~-

predicates in Chapter 71 
The linear t~~~hold predicat~ 

'EQ • FI2i <•i - Xi) > :1 is very auch like ~hose obtained br the stratificat·\qn-thi!or• •tllod• sa 
that at each l~vel, i, the ~oefficient is chosen to doaiaate the vo~t ~ 
of sU~Dation of the coeffici~nts of preceding- levels. The ruult of . "-' .. 

of j9.1 and/,9.2 is that fqr those predicates there do not ~& 
any linear forms with smaller coeffici~nts, and this auaaeata to -. tbat 
(wi~ respect to given t's) perhaps there is a sense in which ... pr..Uca&a 

are inherently stratified. We don't have any strong ideaa ~t ~111 e...,& 
to point out that there ia a serious shortage of coaputer-orlaatld eo~e.,tl 
for classification of patte-cns. We do not know, for aoat of the caa• ia 
Chapter 7, which of them really require the stratification-like coafflcieat 
growth: that is to say, we don't have any •eneral Mtbod to detect "~I 
stratificaUon." 
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9~3 PrP.dicate With Possibly Maximal Coefficients 

Define llxl! to be the index of X in an ordering of all the aub•eta 
of R. We will consider the simple predic.11te 'IlPARI I • fifxlf is oddl 

vith·r~spect to the following set t c {fJixlf} of predicates: 

-
o if llxll < i 

1 if llxlf • i 

( llx!l - i) mod 2 if llxll > i 

Th~n •lfPARjf is ;n L(t) and is in fact realized hy 

111 11PARII • rr (-l)i Fi ai (J 
... 

wh~re F1 is the i-th Fibonacci number: 

{F-i} • .{l .. 1, 2 3, 5t 8, 13, ••• }. 

!beorem:- any form in L(t) for 'IlPARI I must have coefficients at leut tbi& 
large; the F grow approximately as n 

1 r:5 + 1 n 0. 7n . (~') ) "' 2 IS 2 

so that -the largest coefficient i~ then like 
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The proof of the theor• can be inferred by studyt.Da the array bel.cRn 

" 

II xi II • 1 2 3 4 s 6 7 8 9 ••• i• (li • 
1 -1 1 1 0 1 0 ' 1 0 1 0 ••• 
? 

+1 1 1 0 1 0 1 0 1 

-
••• 3 -2 

.1 1 0 1 0 1 0 ••• 4 +3 • 
1 1 0 1 0 1 

. 
• •• 

. s -s ... 1 1 0 1 0 • •• 
6 +8 0 0 ... 1 1 0 1 • •• 7 -13 ,0 0 0 ... 1 1 0 • •• 0 0 0 0 ... 1 1 • •• 

~d it can be seen if (11 < 0 and the coefficients are inteaera thea 

(12i + 1 < - f (12j 
j•1 and 

i 
(121 ~ ~ r (12j-1 

j~1 

aDd the reader can verify that this :f.ap1iu that for all «1 , 
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D1fcuttion aad conjecture 

rats predicate ud, itt t hu the aua quality •• that in Chapter 9.2-
that the :+ • a theuelvu are each ablo&t the desired predicate. Note alto 
that by properly orderina the subsets, we can still .ch9ose 

We c~njecture that this example is a worst c~~e: to be precise, if f 
contains ltl el~nts, the aax1mal coefficient growth caDDOt be faater t~ 

where the exponent C::onatan~. -~ the Fibonacci, or golden rectaaale rati~- --~·-·: .; .. 
Ou*·conjecture is based only on arguments too flimsy to write down~ 

9.4 Jht Group Inyariapce theor!l apd Bound!~ Coefficients On The IpftQite Elage 
In 1.1.10 we noted a counte~ex~ple to extending the group invar~ce , 

tbeor~ (f2.3) to infinite retinas. The difficulty c~ through using an 
iDfinit~ stratification that leads to uub~unded coefficients. This in turn 
raiaea convergence probleas for the s~etric summations -~ed to prove equal the 
coefficients within an: equivalence-class. If the coef~i~ients are bounded, aDd 
~~e group con~ii ~ ~ ' translation group, we ~ prove the correspcndiug tbeor ... 
,~e .do not~ atronger reeulta: praa~ly there is a better theorea· wit~ 

* Such u the fact that IS uaually occure in upper J>oanda in the thttOri• of rational approximations and aeo .. try of nuabera. 
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(a) a au..ability-t1Pe condition on the coefficients and (b) a weaker atructur• COaGition on the aroup). The proof_ depe~~ on the aeoaetric fact that for tacreaaiaa concentric c~rc~~ about two fixed canters 

the proportion of area in co.-on approaches unity. 
9.4.1 Bouoded Coefficients and Group Invariance 

Let ; be a predicate invariant under translation of the infinite plaDe. Tbeor .. ; if the coefficients of .the +'s are bounded in each equivaleDCe claaa. then there exista an eqUivalent percep&ton with coefficients egual in each equivalence class. . 
-

Proof: Let Tc be the aet of translations with displacements leaa than aa.e diatance .c. Let ; .-·11 ex + - ;1 • Tben 4efine 

• (X)c 6) 1 • r E cp(X) E a -l - E el cp 8 8 ·cp 8 

• r t . cp(X) t ex. - & e 1 
' 8 IP.--g-· 
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beca•e TC ia closed UDder the "~oup inverse. By the arguMnt of I 2. 3 
ea~ •c ill equivalent to + as a predicate. The follawiq 1~ show• that ve caa select an increasing sequence c1 , c2 , ••• , for which the Uait of the aver ... 

1 

~ the saae va!ue independent of + Within every equivalence class. 
LEMMA: Suppose so.e function f(x) is bounded,ic.,jf(x)r< K, in E2• 
lhen there exists a sequence of increasing radii R

1 such that 

~iut J...L I f(y)dA( < K R-+ • 2"Ri C 'i 'i 
haS value ind~pendent o~ the selection of the common center c

1 , if the li'lllit exists 
for any cente~- ~t.ail. 

Proof: Choose as center the origi~ and any sequence of Ri's increasina without 
bound. Then for ea~h i we have 

.. -;:. 

'

__!_ J f(y)dAj < K 211' R 
i 

so by coapactness ve can choo~e a converr.~nt subsequence; call £h!£ {R~}, 
n~. Now given any other center x' for the circles, note that 
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where A
1 

(x') is the area of overlap between the original Ct and the nii!W Ci. centered around x'. But as the radius grows, for .any x' 

lia 
i+CD 

- 0 
Q.J.D. 

The limit will exist except under the most peculiar conditions on the behavior of f(x) at i~finity. 
To prove the main theorem, we a~ply choose a representative + froa aa.e equivalence class, and set 

f(g) & Cl 
~~ 

regardiDa g as a translation fxoa the origin. 
It follows ,that the perceptron obtained in{ 7.4 must h3ve unbounded coeffi.'"cients, and ~hat there is no equivalent member of L(t) with bounded c~fficients. 

Note: The aethods of /9.2 &td 19.3 are similar to those used by lfahill and ltauta [1961)* to find maximal coefficients for the order-1 case. They show that vith integer coefficients there is an order 1 predicate for which some coefficient 2 1 n exceeds - • - • 2 • e n 

* Mahill, J. and .Kautz, W.H., "Oil the size of weights required for Linear-Iaput 
Switching F~ctions," IRE Trans. on E~ectronic Coaputers, June 1961, pp. 288- 29e• 
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CIIAP!Il 10: LIAilfi1IG 

10.0 Introdu~tion 

Suppose one vailts a .. chine that "diecrJminates11 between two ·•eta 

(p} • P
1 , ••• , Pp and -(Q) • q

1, ••• , Qq 

of figures. Asauaing ~hat a set t of predic~tes is availa~le, oae·.-.ta &e fiDd the coefficients of a function ·+pq in L(l) with the property t .. t fee 
fllilft"J !' 

~t ia, we-would like to find a set [atpJ of coefficients such that ? 

Jfa.qt(f .. ,). > ol .but ft JS.- qt(O...) < ol. cp k tp ~ 

Jut auppoae further ~at_.for aome reason we don't want to delip tM . -
.. c:h~n.~ eapecially for this job, perhaps 

... • 

1). ·because we have to build the machine before we ar~ told what (P} •.nd (Q} are, or .. · 
11) because the job uy be chugec!. at a later time, or even 
iii) because we don't have a good enough· analytical definition of {P} aDd {Q}, hence can't think of a theoretical way to .··· . calculate the {a<p} • ... ; . . 

'l'ben it. becoaaes tempting to .consider building a machine that itM_li Ma accept information and calculate an appropriftte set of coeff~cients--ta 8hort. 
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a ~chine that "learns." 

In the first few sections of this chapter ve will develop the tb•EJ of a particularly simple and elegant learning matchine that calculate• coefflcl.-11 when it is given .a sequence of P' s and Q's ~ t~ld which claee each 11 in. It is just about.. the simplest machine tha~ mght be said to be able to "~eaaa." 
. .,.. 

and further on we ~11 discuss its efficiency, and ranae of capability f.a ..relation ·to some~ sophisticated concepts o·f 11learning •chinee." 
.:. · lecau•e ve· are now concerned more with the sets of coefficimte £a,l than with the nature of t itself, it will be convenient to thiDk of the functions in L(t) as a'"sociated with the sets {acpJ reprded aa vectore, &nd we will make heavy. use of the geometry of the '/ector-apace wlao~e ~H vectors are the ~·sin t, and with coefficients usually the inteaere. Warning: · ·the vector-space base is the set of cp· s, and!!!! th' pointe of a: Also, in this chapter "Ste will think of the forms Iai~i as el~Mlts of a 9#.Ktor 

1 
spac~; one should remember that the set L{t) of t' s ian t a vector apace, Nail 

* 
that for each tcL(t) there are many a-vectors • (In fact, thou&b it le aot * I~·i1iafrbe"observed that vector geometry occurs only ~ thi1 cbaptel' of tble 
book. ~n the generai perceptron literature, vector ieo.etry il the chief 
mathematical tool (followed ·closely by statistics--which ~180 pl~J• a_ ... ll 
role in our development.} If we were to volunteer one chief r•~a wily ID 
little was learned about per~eptrons in the decade that they haY! ·.b.~_Jt.Sl .. , 
ve would point towat;d the use of ths vector geometry. For in th1Dki111 a'out 
the ~<Xi's ~s vectors, the relations between the patterns {X} and the predicates in L( I) hav~ become very Qbscure. The a_ -vectors are DDt llaear 
operators on the patterns themselves; they are co-operator•, that la, th., 
operate on spaces of functional operators on the patteme. Stace tbe~ ....... 
t-claaaes-·of their vector spaces are arbitrary, one can't hope to uae th .. 
to discover much about the k~ds of predicates that will lie in aa L(l). !be 
important questiQns aren: t about the linear propertiea of the L(l) 'a, 1Nt a~ 
t~~ordera·of complexities i~ computing pa~tern quMlities froa the ~fo~tioa 
in the {~(X)} set itself • . : ; ..• ~ ~ . a . 

• 

. 
t 
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) iliportant here. the aa~ of .. ta {a} t~t define a &ivan t fo111a COaYG 

I 

nuuear hypercona ... i.e., a COftft let cloaed UDder acalar •ltiplt~tloe.·) With tbe.e Vtlmlqa ·in aiud;··we can· reaard any flpare (• aubatt) X·-of I t aa deterainina a vector VX vl.th- component• 
(q~l (X) • q>2 (X)' • • • , cpu (X))-. 

And any predicate t in L(t) ll detenailled by at leaat ._. vector At vltb eosaponeta 

, ,. .. 

.... .... 

eo that we ~n write au inner-product exprearion for t(J): 

t(X) ~> At • VX > 0. 

(It 'i:it• eo.Dvenient to aaat.ae that. t containa the identity function q~(X) • 1 80 ~Mcdr~·won~t need an explicit threshold 8 in our foraulae.) 
;,}:;Ger ... pal is to find a diacr~tina function •,q· or, equival•tly u -~~ktor"t · A~Q~ ·~th the property 

·• "P'Q • VPk. > 0 and ·ApQ • VQk <. 0. 
: ..,, . •.:."" 

-~ •.. .. I • •:J>·t Jt'''ll , • • lor wan~ .of • better iclea, it oc:ct:ar• to ua to try to fiDd -'lij by a "leanaf.a& ·~ ,. .. ( ... , ... ~ " oaraa," a a follows: 

- . --.r- -· 

i 
! 
j 
I 
I 
I· 
I 
I 

I 
I 
I 
I 
i 

I 

It 
i 

i 
I 
-{ 
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Step O: Set A • (1, 1, ••• , 1), or to eny other initial 
value you pleaae! 

Step 1~ Choose an el•ent of (Pk} or (~}, call -~t v. Step 2! Compute the aign of A • v. If it 11 correct (i.e., 
has the proper sign) go back to ~tep 1. Othuvile 
replace A by A ± V where the sign 11 the one A•V 
should have, and go back to step 1. 

The idea is simple: if A·V is too large, the change Will reault lr 
(A • V)•V • A·V- Jvf 2 

next time, and this baa a better chance to' be n ... ttve. 
Coaversely, if A·V is too negative, (A+ V)•V • A·V+ lvl2 

il .ore likely to 
be positive. Thus we have a simple kind of 11 feedback"··wb•e"ler the 1y1t• 
makes an error, then A is "reinforced"·-that ia, altgh~ly .,dified••lD a 
direction designed to correct the error~ 

Will it work? It se•s terribly simple-minded, becau .. each co~i'~tipa 
is performed with just one Pk or Qk in view. Why would one qpect ••••I 
~rrovement when a correction designed to correct for one P or Q •Y .. ke A 
wrong for many others? Indeed, ~his will happen, e~~ecially at the ... iaa'-1 
of ~~e p1;ocess. The remarkable' .fact is that thh procedure will ulUMtel'· 
work: if there exist,., anv Apij at:.all then the proct4ura· will !YG~Mllx Cl.a * ~ • (Then it will continue to 1-tt· correct, 10 will redn in Step (1) aiMrft.·) And the>:e is no constraint on the cnofce in Step (1) o~ the V' a, Mt~ -thlt 
* That it finds its own solution rather than the one we had in mlad -'lbt make one think, according to one'• attitude, that perceptrona are either .ore rand011 orc more original than they seeaed. A better atat•ent alpt be: If there is a solution cone (and there is at aoat one) then the perceptroD will find some point .near ita .boundaty. .. .._ . ., __ 
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every P,k· and \ Will eventuaU_y recur--sufficiently often--a v~ry waak 
c:ondit ion. 

thh h tho celobrated "Percoptl:On Conv~rs~e thoor•" appotently 
firet conjectured by Roetnblatt·. 

Ve will prove tho thooron •hort!y, Firat vo muat mako,o tow atipulattoaa 

about the SOometry. ~c<or~ina to our conventiona, tho coapofttnta of tho 

A•voctor~·are r~&! ~umbtra·-the aame aa our a
1

•a, (They Oould:bo.aoo""od 

to be!fttOcora without loaa Of aenorality,) tho V•voctora aa defined above 

had only the ?aluea Q and ·1 of t~.e <;>
1

• a, bUt thoro ii not raaoon to 10 

rt jtrlct th..,, and we Will allow arbitrary coafficil)lti for t~- ai ... a. 
thh makea it conv0111ent to dhpoae of tho ci'tffero""t•· between tho {p ~ and 

[q kl seta, and ve can simplify ·our formulation as follow•: 

:Dtfint, for 1 :t: 1< :s; p 

P+l:s; k S:p+q 

the naaati~•• on the Q·voctora reduce tho pr.O~l .. to the aiapleat fora: aiv .. 

a ••• fl' .... fk' ... , fpl•q of voctora find a A·vactc>r At for which 

At • fk > 0 
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for all k. The difference between the P 1 aDd Q'• h .. been r_,ved~ 
The conv.erge;nce theortm will follow a1 an "'Y cont•quence of three 

simple Lemmas: 

10.1 Geometric Lesilmas - .-
}.:.,f!nwal: Let v1, ••• , Vn, • • • be a sequence of vectora such that there 1a ~ 
a bound ! on their lengths: 

(i) 

and for ali i 

(U) 

where S 1 is dc£incdl to be the vector sum 

'l'hcn 

fo\' ovct-y n. 

lst+l 12 • lsi + vt 12 

• fs1f
2 + 2s1 ·v~-+ fv1 1~ 

Q.E.D. 

• 
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Geometrically this is very s~ple. The conditione i) and ii) etate that 

Si+l must lie in the shaded semicircle in lig. (a). Then Pia. (b) ~. 
the extreme case in which the bound Is I • bin could be obtained. 

n 

... 
' ' 

(a) 

\ 

'I 

\ 
\ 
I 
I 
I 

I 

• 
(b) 

Lemma 2: Let v1, ••• , vn ••• be an infinite sequenc~ of vectors such that 

for some fixed vector A the inner products are bounded away from 0: 

{i) o < d < v • A. 
i 

Then there is a constant c such that, for all n 

i.e., the sum grows at least linearly with n. 

~: (V1 + • •• + vn) • A • vi ·A+ ••• + vn •A ~ n•d; by i) 
and 

' 
(vi+ ••• +vn)·A s; fvl + ••• vnl. IAI 



by the Ca~e, hy-Schvarte !n~qnal~ty.
~eDce

/vI + -.. +v I >n ¯ d

Q.E.D.Here the geometry is tr~vial: the projection o£ each v~ in ~h~. A-d~rectioa

must exceed l~, so their s~ must grow at least linearly in

~: No in£inite sequence Vl, ..., v ,. can satis£y for all n ~he

condition~ o£ bo~h Lemna 1 and Lena 2. n "

Pr_~oo~... "or this vould require positive constants b and c for ~hlch

c’n < ~/n

for arbitrarily, large n.
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10.2 The Convergence Theor~

The radial increase must be at
in amount, yet the ne~ vector ~ust
t.n ~he shaded reglon; ~l~ts becomes
~mposs~ble when the re&~on, whose thiCk-
ness ~--i’~S’inversely ~r~th It, becomes
thinner than

Let F = fl’ "’’’ £n be a finite collection of vectors and that ~here

exists a vector A such that for all i

Since F is finite there must exist a number d such that for all i

0 < d < £i.A.
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~he learntns process is described by the following Program:

0: set 3 tol. se~ sk~o~.
1: Choose an elment o£ F and call it £.

Replace J by J + 1 and go to Step 1.

The~r~-- 10.2: The sequence Vl, ..., vj, ... produced by the Progr~- �~nnot

be ~nf~nit e.

l~oof:. The [vj] satisfy the conditior, s of Lee~as 1 and 2, ~o Lena 3 applies.

C~, rollary: The number of errors the Program can ever ~ake is ~ounded above

by (Leemm 3): c" n < b,/~___~an_d by (.L _e~ ~ 1):

The point is that once the program can make no more errors, it must

have "converged" to a solution vector. (This might se~, to be a peculiar

argument--llke trusting a surgeon because he has attalne~ his full year’s

mor~allty in the first month--but some reflectlon should, show the dlfference.)
10.3 Apple!cat,_on:.’ Learning the_~ parlt¥~F~,mCt~on -~PAR

Consider the problem of re~nforcemen~-Learnlng the coefficients (over

the set ~ of masks) for $]?AR as described in §9.1. The coe£flclent vector

must grow to 1,~mgth



I n n_ n ) 22:L""+(0     1

" (1 + 22)n . 5n

sad the aaxlaml ~ vector has length

because ~t can ha    n
_.           ve 2 .non-zero ter~s. Now Lemaa 1 tells u~" that if T la the

o~ l~ng re~forc~ts, ~t is ~~ belo~ by

or

¯

(~n
:~ T > = (Lo~er bound).

Thus Lepta 1 ~an be used to give a lo~er estimate on learning t~e (pro#ld~d

one,knoTs a min~l,l~8th o~ a solution ~e£ftcient vector).

U~fort~a~ely, we ~w little a~ut the r~l lea~£~ t~es. For

since the largest coeff~ci~t is ~ ~n
~ we alr~dy ~w ~t require~ ~ ~n

re~n~orc.en~s, ~.e., 2nerror ~r " "

~k~have value 1.       ~in sluing, for ~e~s ~hat ~ke ~he lar$est
~is occ~s for ouly one Pa~e~x

a ~raining sequ~ce tha~ cycl~
.~.. ~ ..     ¯ throu~ al! ~selble X’s, or sel~tM th~

~Ifo~ly at random, this ~ould    ~ver~: .. one o~ ~ery 2n

~he craln/ng sequence should have to perSis~ ~or 22n trlals.



, and. ve belLeve that the learn~s~ time

~lly, ~he �O~lla~ 1,1.2 tells us

T < ~ (Upper bound)_

so we have ~he n_t~ber of e~r, or-_ and correc~.ions made ~hiIe Iearn/nK

P£nched~ be~ee~

= 5n relnf°re~e.
But thls~m~y be an underestimate because it does not include Provision for

forc~Ing the machine tc be ~..~.~ enough to ge~ the reinforcements.



II.0
..Connectivity an_d ser~l computa~:ion

It seems intuitively clear that the reason that the abstract quality,

o£ connectivity cannot be captured by a machine of finite order i~ that

~. has au inherently serial character; one cannot conclude that a f~gure

is connected by any simple order-independent combination of s~mple tests.

The same is true for the much s~mpler property of arp.fl~y. In the c.~se

of parity, there is a stark contrast between our "worst possible" result

for fLnite-order machines ( f9 ) and the following "best possible" result

for the serial computation of parity. Let x!, x2,..., Xn be any

enumeration of the points of R and consider the fol’~o~ng algorithm for

determ~nin~, the parity of IxI :

START: set i to 0

where

EVEN: add 1 to i

If i ffi IRI~then STOP; Parity is EVEN

If xi = O, go to EVEN; otherwise go to ODD:

ODD: add I to i

If i = IRI then STOP; parity is ODD

If xi = 0, go to ODD; otherwise go to EVEN:

’~o to u" means continue the algorithm at the instruction
whose name is a.

~Now this ~rogram is ’~Inlmal" in two respects: first in the number of

~omputaZion-steps per point, but more significant, in the fact that the

°’~:~ogram requires no tempprary storage-place for partial information

.~cumu~.~ted during the computation, other than that required for the
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enumeration variable i. (In a sense, the process requires one binary-

digit of current information, but this can be absorbed [as above] into the

algorlthm-structure).

This suggests that it might be illuminating to ask for connectlvlty[

how much-storage is required by the best serial algcrlthra? The anmmr,

as sho~n below, is that ~t requires no more than about 2 times that for

storing the enumeration variable alone! To study this problem it se~m~

that the Turlng Hachlne framework is the simplest and most .rmtural, ~~

of its simple uniformway of handling information storage.

A Serial Al~orlth~ for Connectivity

Connectivity of a geometric figure X is characterized by the £sct

that between any path (p,q) of points of X there is a path that

entlrely in X. An equlvalent definition, using the enumeration x

l "*’xJRJ
of the points of R is: X is connected when each potBt xi Ln X~ except the

point in X has a path to some x. in X for which i>J.
(Proof:3 by recurslom,

then, each point of X is connected to the firs.____~tpoint in X.) Using this

definition of connectivity we can describe a beautiful algorithm to test

whether X is connected. We will consider only figures that are

regular"--to be precise, we suppose that X is bounded by a number of

oriented, simple, closed curves so that for each point zi on a boundary

there is defined a unique "next point" xt, on that boundary. We choose

x~, to be.the boundary point to ~he left of xt ~hen facing the comp~t

of X.. We will also assume that poJ.nts xi and x~+1 ~hat are consecutive

,)
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in the enumeration are adjacent in R. Finally, we will assu~e that X

does not touch the edges of the space R

ST~: Set i to 0 and go

Add I to i. If i - IRI, Stop and print "X is NULL".

If xi~X then go to SC~, otherwise go to ~.

Add i to i. If i = IRI, Stop and print "X.is connected".

If xi_icX or xi~X go to ~, otherwise -~

Set J to i and go to ~=~.

Set J to J*

If J=i, Stop and print "X is disconnected".

If J>i, go to ~.

If j<i, gO to _SC_~AN.

~.:..Notice that at any point in the computation, it is necessary to keep

track of the indexes of Just the two points xi and xj.

_Analysis

SEARCH simply finds the first point of X in the enumeration of R.

Once such a point of X is found, SC=~ searches through all of R,

eventually testing every point of X. The current point, xl, of ~

is tested as follows: If xi is not in X, then no test is necessary and

.S~goes on to xi+I. If the previous point xi_1 was in X (and, by

¯ induction, is presumed to have passed the test) then xl, if in X, is

connected to xi_1 by adjacency. Finally, if xicX and Xi_l~X, then xi

is on a boundary curve B. T~=~CEclrcumnavlgates this boundary curve.



No~ if ~ ~s a boundary curve it ~s either (1) an exterior

a prevlously encountered C~ponent of X, In ~ch case

must ~ve been encountered before or (~) B Is an interior

~

cu~e o~ a neve~-be~o~e-~cou~e~ed compon~ o~

~~11 ~n up ~o ~-~ ~ ~d o.17 ~ X has a s~.gle

co~ec£ed c~ponen~.

Note that we can ~ the number of components of X by .introdu¢/n8

E, initia!ly zero, and adding 1 to K each t~e T=J~ reaches the

exit o
Note also that the algorith~ is quite efficient; the oa!y

examined more than once are so~e of the boundary po~ts, and none of

the~ are ex~ined more than three t~es.
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Boundary po~tts read



.t

T~he Turlng Nachine Version of the Conne_e~

Ir is convenient to assume that R is a 2n 2n x    square ~rr~,.

x ,. be an enumeration of the points of R in the orderl "’’X22~

1    2n+l ¯ . .
2 2n+2 . . . (2n.~)2n+2

2n 2-2n
¯ . .    2n~2n

Tb~ choice of dimension and enumeration makes available

to represent the situation to a Turlng Machine. The Tur~n~
must be able to specify a point xi of ~    find whether

case xi is a boundary point of X, find the index J, of

neighbor" of xi. The Turi~g Machine tape w~l~ ~ave £he

I       n      ix

where "..n.," denorem am interval of n blank squares.
to. the r~ght of Ix and I can hold the x and y

of "~.                    Y

We will suppose that the Turlng machine ie

world, i.e., the figure X, through’an "oracle" that ~orks

certain internal states of the m~.chlne have the proper~y

the resulting next state depends on whether the coor~Ins~s
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I (or J) intervals dentgnate a point in X. It can be verified, though

the details ar~ tedious, that all the operations described in the algorithm

can be performed by a fixed Turtng machine that uses no tape squares

ocher than those in the "..n.." Intervals. For example, "t=IRI,, if and
only if there are all zeros in the " .n ."s following Ix andIy.

"Add
i to i" is equivalent to: "start at ,T~ and move left, changing

to O’s until a 0 is encountered and changed to i or until ~ is met. The

only non-trivlal operation is computing J* given J. But th~ requi~es

only examining the neighbors ~f xj # and th~~ is done b~ ~dd!ng ±1 to the

Jx and Jy coordinates, and consulting the oracle.

Since the Tu~ing machine can keep track of which "..n.." Interval

it is in, we real!y need only one symbol fo~ punctuation, so r~,~ ~urlng

machine can be a 3-symbol machine. By using a block encoding, oue

use a 2-symbol machine, and, omltClng derails, w~ obtain the result~

Theorem: For any � ~here..Is a 2-symbol Turlng ma,~hlne that can verify_

the connectlvlt of afl ure X on an tectan ular arra R,

u_.~s!ng less than (2+~) lo~21R~ sousree of tape._

For co___:. ,xi_~i__t.zchere is a similar procedure that makes three: tests:

i. X is not disconnected by any vertical llne that does

~not intersect X.

ii. The intersection of X wlch any vertical llne is a

connected segment.

ili. The o4ter boundary of X does not change the sign of

its curvature.



-8-

A detatled construction shove that each test requires only one ~.Index

point, so t:hat

~heoreN: ~or an7 ~ there is a 2-symbol Turi~ pachlne that

t!he convexity_ of a figure X on any~.ecta.n_~ular array

]less than ~1÷~) los2 |~ sauares of~a..~ap.~.

This !ast result is ce~tainlya~n~aal s~,ce log2 R squares are

needed Just to indicate a point of R,~ and al~ point8 must be e~.sai~d.

We are qut~e sure that the connectivity algo~itbm is ninis~l, al~o, J~                ~

its use of ’itape, but ve have no proof. In f~t, ve do not ~v ~y                    j

method, ~n~general. to sho~ that ~n algor~t~ ~s,i~l in .tora,..

i;
~c~pt vhen in~o~a~ion-theoret~c arg~ents ~n be used. Inc~t~ly~ ~

it is not ~ard to shov that [~xi is pr~e] r~u!res ~ ~re t~                 ~

squares (and presumably needs ~..re thaa

We do ~not definitely knov any geometric~predicates that ’requite

higher orders of storage, but we suspec~ ch~t In an appropriate m.

the topological equivalence of t~o flgur~ (~.g.; tw co~ponen~s of X)

requires something more like~lthan like 1o~ squares. Thereere, O~

course, recursive function-theoretiC predicates that require a~bttrerily

high, indeed non-c~nputable, orders of storage, but none of these are

known to have straightforward geometric interpretations. :


